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Abstract 

This paper presents evaluation of neural-network-based controllers for 

a nonlinear stirred tank reactor system using Radial Basis Function 

Neural Networks (RBFNN) and Nonlinear Auto Regressive networks 

with eXogenous inputs (NARXNN). The RBFNN controller utilizes 

self-learning capability to approximate the reactor dynamics by 

optimally selecting its centers using K-Means clustering algorithm, 

Gaussian widths measured using Euclidean distance method, and 

weights updated using LMS algorithm. In contrast, the NARXNN 

model employs the backpropagation algorithm to capture the 

nonlinear dynamic behavior of the system. In this work, the mean 

square error (MSE) used to evaluate the performances of neural 

networks. Simulation results demonstrate that both neural networks 

achieve effective control performance, with the RBFNN exhibiting 

fast convergence, while the NARXNN provides strong adaptability to 

time-varying nonlinearities. 

  

Keywords: Radial Basis Function - Nonlinear Auto Regressive 

Network with eXogenous Inputs - Neural Network Control - 

Nonlinear Dynamic Systems - Stirred Tank Reactor - and MATLAB 

Simulation. 
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1. Introduction 

Chemical process systems often exhibit nonlinear and time-varying 

behavior, which makes their control a challenging task for traditional 

linear control techniques. Among these systems, the stirred tank 

reactor (STR) is widely used in industrial processes such as mixing, 

heating, chemical reactions, and concentration control. The nonlinear 

dynamics of the STR, influenced by temperature changes, fluid 

mixing, and reaction kinetics, require advanced control approaches 

capable of handling uncertainties and complex operating conditions. 

In recent years, artificial neural networks (ANNs) have emerged as 

powerful tools for modeling and controlling nonlinear dynamic 

systems due to their ability to learn system behavior directly from 

data. Unlike conventional controllers that rely on simplified 

mathematical models, neural networks can approximate nonlinear 

functions with high accuracy and capture the intricate relationships 

between system inputs and outputs. 

Two widely used neural network structures for dynamic modeling and 

control are the Radial Basis Function Neural Network (RBFNN) and 

the Nonlinear Auto Regressive Network with eXogenous inputs 

(NARXNN). 

This work focuses on comparing RBFNN and NARXNN controllers 

to regulate the behavior of a nonlinear stirred tank reactor. Through 

simulation, the performance of each neural network model is 

evaluated in terms of accuracy, and error reduction.  

  

2. Radial Basis Function Neural Networks (RBFNN) 

A radial basis function neural network has an input, hidden and output 

layer such as in Figure 1. The input layer is composed of an input 

vector. The hidden layer consists of RBF activation function as 

networks neuron. Radial basis function (RBF) networks have the 

advantages of good generalization, high tolerance of input noises and 
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ability of online learning, it usually trains much faster than back 

propagation networks. Radial basis function (RBF) networks are feed-

forward networks trained using a supervised training algorithm [1]. 

RBF neural networks are flexible tools that are suitable for modeling 

dynamic environments. They have the ability to learn complex 

patterns and tendencies present in data quickly and also adapt to 

changes. Such characteristics make them adequate to temporal series 

prediction, especially those ruled by non-linear or non-stationary 

processes [2]. 

  

 

Figure 1: General structure of an RBFNN [2] 

The output of RBFNN is [3], [4], [5]:  

                        𝑦 =  ∑ 𝑊𝑗  ∅𝑗
𝑚
𝑗=1                                                           (1)                  

There are used some radial basis functions as functions of RBFNNs 

such that Gaussian RBFs, multi quadratic RBFs, inverse multi 

quadratic RBFs, thin plate splines RBFs, cubic splines RBFs, linear 

splines RBFs. However, Gaussian RBFs are employed frequently [6]. 
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The common activation functions ∅ of RBFNN are [7], [8]:    

1. The inverse multi quadratic function: 

                           ∅(𝑥) = ( 𝑟2 −  𝜎2 )−1/2                                          (2) 

2. The Gaussian function is:   

                               ∅(𝑥) =  exp (
𝑟2

2 𝜎2)                                                  (3) 

                               𝑟 = ∣∣ 𝑥 − 𝑐 ∣∣                                                      (4) 

Where  𝐶 is the centers, 𝑥 is the inputs, and 𝜎 is the width of 

activation function.      

However, the input signals are each assigned to a node in the input 

layer and then passed directly to the hidden layer without weights. The 

hidden layer nodes are called radial basis function (RBF) units, 

defined by a parameter vector called the “center” and a scalar called 

the “width.” The Gaussian density function is used in the hidden layer 

as an activation function. The linear weights wji between the hidden 

and output layers are solved or trained by a linear least squares 

algorithm [9]. 

The activation function f is also known as a squashing function. The 

most common activation function is the sigmoid function such as 

shown in Figure 2. 
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Figure 2: A sigmoid function [10]  

 

3. Learning the Radial Basis Function Network 

(Training RBFNN) 

3.1 Centers selection (𝑪)  

In our model in this project, the RBF centers are selected by one of the 

two choices, the first choice is: the select the centers of the hidden 

layer randomly from the training set; and the second choice is the use 

of K-Mean clustering algorithm to select the centers of the hidden 

layer.         

The K-Means clustering algorithm is used in our model for selecting 

the centers of RBFNN, the steps of selecting the centers by using K-

Means clustering algorithm are:    

Step 1: Randomly select from the data set of k points as initial cluster 

centers. 
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Step 2: Respectively calculate the distance of each sample to the 

cluster centers, the sample is placed under the sample from the nearest 

class. 

Step 3: According to the clustering results, recalculate the cluster 

center. The calculation method is to take the arithmetic mean of all the 

elements as the new clustering center. 

Step 4: According to the new center, re-cluster all the elements of the 

data set. 

Step 5: Repeat Step 4 until the clustering does not change. 

Step 6: Output the result.  

3.2  Adapt the weights of output layer (𝑾)  

The least square algorithm (LMS) is used in our model for adapted the 

weights in output layer such as in the following steps:   

1. Initialization of the weight vector. 

                                    𝑊(𝑡) = 0                                                        (5) 

2. Calculate the network output for time steps.                            

                       𝑊(𝑡 + 1) = 𝑊(𝑡) +  𝜇 𝑒(𝑡) 𝛷𝑇(𝑡)                            (6) 

                                𝑒(𝑡) =  𝑦(𝑦) − 𝑦𝑚(𝑡)                                         (7)                                                             

              𝑊(𝑡 + 1) = 𝑊(𝑡) +  𝜇 ( 𝑦(𝑡) − 𝑦𝑚(𝑡))𝛷𝑇(𝑡)                   (8) 

Where 𝑊(𝑡 + 1) is the updated weights,  𝑊(𝑡) is the previous 

weights originally set to zero, 𝑦(𝑡) is the desired output, 𝑦𝑚(𝑡) is the 

output of the network, and 𝛷𝑇(𝑡) is the hidden output (Gaussian 

output).  
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The learning factor 𝜇  is (0 < 𝜇 ≤ 1), it is a positive gain factor term 

that controls the adaptation rate of the algorithm, y and yd are the 

actual output and the desired output respectively, and t is the current 

time.  

3.3 Gaussian function width  

 Euclidean distance method is most common methods which can be 

used to calculate the width of activation function such as:                                                      

                         𝐸𝑑𝑖𝑠𝑡 =  √∑

  
(𝑋𝑖 − 𝑐𝑖)2

   

𝑛
𝑖=1                                         (9)                     

Where 𝑛 the vector dimension, and Edist is the Euclidean distance (𝜎).      

A properly trained neural network is one that has “learned” to 

distinguish patterns derived from input variables and their associated 

outputs, and affords superior predictive accuracy for an extensively 

according to the exhibited predictions error with improved 

performance driven by sufficient and properly processed input data 

fed into the model, and a correctly defined learning rule. There are 

two distinct learning paradigms, it is supervised and unsupervised. 

The main features of RBFNN are [11]: 

1. They are two-layer feed-forward networks. 

2. The hidden nodes implement a set of radial basis functions (e.g. 

Gaussian functions). 

3. The output nodes implement linear summation functions as in an 

MLP. 

4. The network training is divided into two stages: first the weights 

from the input to hidden layer are determined, and then the 

weights from the hidden to output layer. 

5. The training/learning is very fast. 
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6. The networks are very good at interpolation. 

A radial basis function network is a neural network approached by 

viewing the design as a curve-fitting (approximation) problem in a 

high dimensional space. Learning is equivalent to finding a 

multidimensional function that provides a best fit to the training data, 

with the criterion for “best fit” being measured in some statistical 

sense. Correspondingly, regularization is equivalent to the use of this 

multidimensional surface to interpolate the test data. This viewpoint is 

the real motivation behind the RBF method in the sense that it draws 

upon research work on traditional strict interpolations in a 

multidimensional space. In a neural network, the hidden units form a 

set of “functions” that compose a random “basis” for the input 

patterns (vectors). These functions are called radial basis functions. 

The design of a RBFN in its most basic form consists of three separate 

layers. The input layer is the set of source nodes (sensory units). The 

second layer is a hidden layer of high dimension. The output layer 

gives the response of the network to the activation patterns applied to 

the input layer. The transformation from the input space to the hidden-

unit space is nonlinear. On the other hand, the transformation from the 

hidden space to the output space is linear [11].  

4. Supervised Learning 

 Supervised Learning has been the mainstream of neural network 

model development and can be formulated as a nonlinear optimization 

problem, where the network parameters are the independent variables 

to be attuned, and an error measure acting as the dependent variable. 

The network is trained by providing it with input and desired outputs 

(“training set”) such as shown in Figure 3. Here, the network is 

adjusted based on careful comparison of the output and the target until 

the network output matches the specified target. In this process, an 

output value is produced, and each observation from the training set is 

processes through the network. The output value is then compared to 



Journal of Electronic Systems and Programming                                  www.epc.ly 
 

 Issue: 12   December 2025                                                                                            Page 11 

the actual value (target variable), and the prediction error is computed. 

Typically, neural network models measure this fit by the use of the 

mean square error (MSE) given by the following equation: 

               MSE =  
1

N
∑ (ei)

2N
i=1 =   

1

N
∑ (ti − yi)

2N
i=1                           (10) 

Where 𝑦𝑖 = the neural network output, ti = the actual output  

 

Figure 3: Supervised learning network 

The accuracy of neural network calculated in this paper by the 

following equation: 

                            Accuracy = ( 1 – RMSE ) x 100%                        (11) 

                       RMSE = √MSE = =   √
1

N
∑ (ti − yi)2N

i=1                   (12) 

Where 𝑦𝑖 = the neural network output, ti = the desired signal  

RMSE is root mean square error. 
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5. The Non-linear Autoregressive with Exogenous 

(NARXNN) 

The output of the NARX network can be considered an estimate of the 

output of a certain nonlinear dynamic system. Since the actual output 

is available during the training of the network, a series-parallel 

architecture is created, where the estimated target is replaced by the 

actual output. The advantages of this model are twofold. On the one 

hand, the inputs used in the training phase are more accurate and, on 

the other hand, since the resulting network has feed-forward 

architecture, a static backpropagation type of learning can be used. 

The NARX neural network is used in this work as a predictor [12]. 

The Non-linear Autoregressive with Exogenous (NARXNN) is shown 

in Figure 4. 

 

Figure 4: Diagram of NARXNN [13] 

In this work, the NARXNN designed, trained, tested implemented 

using Matalb program such as shown in Figure 5. 



Journal of Electronic Systems and Programming                                  www.epc.ly 
 

 Issue: 12   December 2025                                                                                            Page 13 

 

Figure 5: NARXNN (parallel network) [12] 

 

6. Control of nonlinear systems using artificial neural 

networks   

Neural network predictive controller shown in Figure 6 used in this 

paper to control of stirred tank reactor (CSTR). NARXNN and 

RBFNN used to control of the CSTR system [14].  

 

Figure 6: NN Predictive Controller [14] 
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The stirred tank reactor (CSTR) shown in Figure 7 used in this paper 

to examine how NARXNN and RBFNN can controlled the CSTR 

system.   

 

Figure 7: Stirred Tank Reactor (CSTR) [14] 

7. Simulation Tests  

Test 1: Simulation results for test1 are shown in Figure 8.  

1. NARXNN (number of hidden layers was 5, learning algorithm was 

gd, stop learning was msec, number of delayed was 4). 

2. RBFNN (number of RBFs was 5, selection of centres was randomly, 

goal was 0.01, Gaussian width was 0.3, learning algorithm was 

LMS). 

 

Figure 8: Reference Signal (input), and Estimated Output (NNs 

output) for Test 1 
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Test 2: Simulation results for test1 are shown in Figure 9. 

1. NARXNN (number of hidden layers was 10, learning 

algorithm was lm, stop learning was mse, number of delayed 

was 2). 

2. RBFNN (number of RBFs was 10, selection of centers was K-

Means algorithm, goal was 0.001, Gaussian width was 0.9, 

learning algorithm was LMS). 

 

Figure 9: reference signal (input), and estimated output (NNs 

output) for test 2 

The graphical results illustrate the performance of both neural 

network-based controllers (RBFNN and NARXNN) when applied to 

the stirred tank reactor system. The NN response curves show how 

accurately each model tracks the desired setpoint and compensates for 

the nonlinear behaviour of the reactor.  

For test 1, the mse was equal to 0.005 for RBFNN, while it was equal 

to 0.009 for NARXNN. Therefore, the accuracy of RBFNN was equal 

to 92.93%, while the accuracy for NARXNN was equal to 90.51%. 
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For test 2, the mse was equal to 0.003 for RBFNN, while it was equal 

to 0.007 for NARXNN. Therefore, the accuracy of RBFNN was equal 

to 94.52%, while the accuracy for NARXNN was equal to 91.63%. 

8. Discussion 

Simulation results obtained from implementing both RBFNN and 

NARXNN controllers for the stirred tank reactor system demonstrates 

the effectiveness of neural-network-based control strategies in 

handling nonlinear dynamic behavior. The RBFNN showed strong 

prediction capability once its parameters: centers (selected using K-

means algorithm), Gaussian width, and weights were properly 

selected; this highlights the sensitivity of RBF networks to parameter 

tuning, which directly influences accuracy and convergence speed. In 

contrast, the NARXNN, which relies on backpropagation for weight 

updating, exhibited good performance in tracking system behavior and 

reducing prediction error during simulation especially when lm 

algorithm was used to train the network. When comparing both 

approaches, the RBFNN generally achieved faster convergence, 

accurate, and lower error after optimal parameters were selected. 

Overall, the simulation results confirm that both networks can 

effectively approximate the behavior of the stirred tank reactor and 

provide reliable control performance. However, industrial 

implementation may require further robustness testing, real-time 

validation, and sensitivity analysis to disturbances and noise.  

In this paper, the error between the input signal and the output signal 

was calculated, and based on this error; the accuracy of the neural 

networks was evaluated. The RBFNN achieved higher accuracy 

compared to the NARXNN. Moreover, the accuracy of the RBF 

network was better when the centers were determined using the K-

means method rather than selecting the centers randomly. For the 

NARX network, using the LM (Levenberg–Marquardt) algorithm 

resulted in better accuracy than using GD (Gradient Descent) for 
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training. Overall, both the RBF and NARX networks demonstrated 

good accuracy when used for controlling the nonlinear system. 

9. Conclusion 

In this paper, the focus was on evaluating the ability of the 

feedforward RBF neural network and the recurrent NARX neural 

network to control the chemical system, as well as examining the 

influence of the networks parameters on control accuracy. This work 

presented the control of a nonlinear stirred tank reactor using two 

neural network models: RBFNN and NARXNN. The RBFNN 

demonstrated strong prediction capability once its parameters were 

properly selected, leading to a significant reduction in error and 

achieving accurate control performance. Meanwhile, the NARXNN, 

trained using the backpropagation algorithm, effectively captured the 

nonlinear dynamic behaviour of the system and provided stable 

response during simulation. The results show that both neural 

networks are capable and effective tools for controlling nonlinear 

dynamic systems. Their ability to learn from simulation data and adapt 

to complex system behaviour makes them suitable alternatives to 

conventional control methods, especially in highly nonlinear 

environments. Overall, the findings confirm that RBFNN and 

NARXNN can deliver accurate and reliable control for stirred tank 

reactor systems, highlighting the potential of neural-network-based 

controllers in advanced process control applications. The findings 

confirm that neural-network-based controllers are reliable and 

efficient tools for controlling nonlinear process systems and highlight 

their potential for advanced process control applications. 
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Abstract 

This study aims to develop a new methodology to improve the 

performance of sidelobes in traditional Bartlett theory by integrating 

the adaptive memory principle. The traditional Bartlett method suffers 

from high sidelobe issues that negatively affect the accuracy of 

frequency spectrum estimation and reduce the ability to distinguish 

between closely spaced signals in frequency. This study proposes a 

new adaptive algorithm based on the adaptive memory principle to 

reduce sidelobe levels compared to the traditional method. The 

proposed algorithm was tested, and the results showed significant 

improvement in signal-to-noise ratio and frequency estimation 

mailto:jumaamara3@gmail.com
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accuracy. A mathematical model was also developed that explains the 

theoretical foundations of the proposed methodology and provides a 

practical system applicable to modern signal processing systems. 

 

Keywords: Bartlett Theory – Sidelobes - Adaptive Memory - 

Spectrum Estimation - Digital Signal Processing - Adaptive 

Algorithms. 

1. Introduction 

Bartlett theory is considered one of the fundamental and important 

methods in the field of frequency spectrum estimation for digital 

signals, developed by Maurice Bartlett in 1948 [1]. The theory is 

based on the principle of dividing the original signal into several 

overlapping or non-overlapping segments, then calculating the Fast 

Fourier Transform (FFT) for each segment separately, and finally 

calculating the average to obtain a more accurate and stable estimate 

of the frequency spectrum.  

Bartlett's method is characterized by its ability to reduce variance in 

spectrum estimation compared to the simple Periodogram method, 

making it more reliable in practical applications. However, this 

improvement in variance comes at the expense of frequency 

resolution, where the ability to distinguish between closely spaced 

frequencies decreases. 

Sidelobes represent one of the most important challenges in frequency 

spectrum estimation using Bartlett theory. They are spurious spectral 

values that appear in the estimated spectrum due to the limited time 

window used in the analysis, leading to several fundamental problems:  

The appearance of spurious frequency components that may be 

incorrectly interpreted as real signals, causing distortion in 

understanding the characteristics of the original signal, difficulty 

detecting weak signals that may be hidden under the sidelobe level of 
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the signals, reduced accuracy in measuring the spectral power of 

signals, especially in multi-signal environments. 

Recent studies indicated that sidelobes in traditional Bartlett theory 

range between -13 dB to -20 dB [2]. The fundamental problem lies in 

the inherent defects of the traditional theory regarding high sidelobes, 

leading to decreased ratio of main peak to sidelobes, difficulty 

distinguishing closely spaced signals in frequency, and poor 

performance in high-noise environments. 

Traditional methods for addressing these problems have limitations 

that may lead to degradation in aspects of spectrum efficiency. 

Therefore, it is necessary to develop a new methodology that achieves 

a better balance between reducing sidelobes and maintaining other 

desired characteristics. The research contributes to developing 

theoretical knowledge in the field of digital signal processing and 

presents a new concept for integrating the adaptive memory principle 

with traditional spectrum estimation methods. It also opens the way 

for developing advanced adaptive algorithms for signal processing.  

From a practical perspective, the research results can benefit wireless 

communication systems, radar, and various industries, particularly in 

5G/6G networks and advanced beamforming applications [3]. 

 

2. Related Work  

In 1948, Maurice Bartlett established the theoretical foundations for 

his method of spectrum estimation, which aims to improve the 

stability of spectrum estimation compared to the simple Periodogram 

method. His theory is based on dividing an input signal of length N 

into K segments, each of length M, where N = K × M.  

The estimated spectrum is calculated as the average of the spectrum of 

each segment, where the spectrum of each segment is the Fast Fourier 

Transform of that segment. Subsequent studies showed that this 

method achieves a reduction in variance by a factor of K, but suffers 

from decreased frequency resolution and the appearance of high 
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sidelobes reaching -13 dB from the main peak. Recent comparative 

studies have confirmed these characteristics while exploring modern 

alternatives [2]. 

Recent advances in spectral estimation and sidelobe reduction have 

shown significant progress across multiple domains. In the field of 

deep learning applications, [4] demonstrated how convolutional neural 

networks can effectively convert physiological signals to images for 

improved spectral analysis, achieving substantial improvements in 

noise resistance. Similarly, [5] explored terahertz data extraction using 

deep learning techniques, showing the potential of neural networks in 

advanced signal processing applications. 

In adaptive beamforming and wireless communications, [6] presented 

comprehensive adaptive algorithms for radar signal processing, 

demonstrating enhanced detection capabilities in complex 

environments. [3] developed novel antenna array beamforming 

techniques based on hybrid convolution/genetic algorithms for 5G and 

beyond communications, focusing on sidelobe cancellation in large 

antenna arrays. These methods achieved significant improvements in 

spectral efficiency while maintaining computational efficiency. 

The multitaper method has seen renewed interest with modern 

computational approaches. An adaptive multi-taper spectral estimation 

approach was developed for stationary processes [7], offering 

improved bias-variance tradeoff. Furthermore, advances in window 

function design have contributed to sidelobe reduction. Recent work 

on window function multiplication techniques [8] demonstrated 

effective sidelobe suppression by combining cosine-sum windows, 

achieving better peak-to-sidelobe ratios than traditional methods. 

In the realm of spectrum sensing for cognitive radio, [9] developed 

wide-band spectrum sensing using convolutional neural networks with 

spectral correlation functions, showing superior detection performance 

in low SNR conditions. [10] proposed machine learning-based 

channel estimation methods for frequency hopping systems, replacing 
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traditional signal processing with deep neural networks to improve 

accuracy and adaptability. 

Despite these advances, there remains a gap in systematically 

integrating adaptive memory principles with Bartlett theory in a 

comprehensive and computationally efficient manner. Most previous 

studies focused on either deep learning methods with high 

computational complexity or traditional techniques with limited 

adaptability. This research addresses this gap by proposing an 

integrated approach that combines simplicity, effectiveness, and 

adaptive capability. 

Despite multiple developments in this field, there remains a clear gap 

in systematically integrating the adaptive memory principle with 

Bartlett theory in a comprehensive manner. Most previous studies 

focused on partial improvements and using computationally complex 

methods, while no study addressed developing an integrated 

methodology that combines simplicity and effectiveness. 

Current studies also lack a comprehensive mathematical model 

explaining how adaptive memory affects the characteristics of the 

estimated spectrum and need unified evaluation criteria to compare 

the effectiveness of different methods. The proposed methodology 

aims to fill this gap by providing a practical, efficient, and 

theoretically sound approach. 

The adaptive memory principle is based on the idea of using 

information from previous analyses to improve current performance. 

Modern adaptive algorithms in signal processing are characterized by 

their ability to learn and improve over time [11]. Recent developments 

in adaptive equalization techniques integrating deep learning with 

convolutional neural networks have shown promising results in 

enhancing signal processing performance. [12] explored the 

application of distributed arithmetic to adaptive filtering algorithms, 

presenting trends and challenges in implementing efficient adaptive 

filters with memory elements. These adaptive approaches have been 

successfully applied in various domains, including railway 
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communication systems and millimeter-wave wireless 

communications, demonstrating their versatility and effectiveness in 

real-world scenarios [13]. 

3. Study Methodology  

 

3.1 Mathematical Model 

The proposed mathematical model is based on integrating the adaptive 

memory principle with traditional Bartlett theory by introducing a 

dynamic memory factor that depends on signal characteristics in each 

segment. The basic equation for the proposed method can be 

formulated as follows: 

 

P_adaptive(f) = Σ(k=0 to K-1) [αk × W(k,f) × P_k(f)] / Σ(k=0 to K-1) αk  (1) 

 

Where αk is the adaptive memory factor for segment k, and W(k,f) is 

an adaptive weight function depending on frequency and local 

segment characteristics. The adaptive memory factor is calculated 

according to the equation: 

  

                                     αk=α0×exp(-β×E(k))×(1+γ×S(k))                            (2)   

 

Where α0 is the base memory factor, β is the damping coefficient, 

E(k) is the energy of segment k, γ is the spectrum sensitivity 

coefficient, and S(k) is the spectrum regularity measure in segment k. 

 

3.2 Traditional Model  

In traditional Bartlett theory, a signal of length N is divided into K 

non-overlapping segments, each of length M. The spectrum density 

for segment i is calculated according to the equation:  
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                                   P_i(f)=|FFT(x_i(n))|²/M                                   (3) 

The final spectrum estimate is given by the arithmetic mean:  

 

                          P_Bartlett(f)=(1/K)×Σ(i=1toK)P_i(f)                       (4) 

This method reduces variance by a factor of K compared to the simple 

Periodogram method, but suffers from high sidelobes that may reach -

13 dB from the main peak. 

 

3.3 Proposed Adaptive Memory Algorithm 

The proposed algorithm consists of the following steps:  

First: Initialization  

 Divide the signal into K overlapping segments with 50% 

overlap. 

 Calculate initial memory coefficients.  

 Create memory matrix M [K × F] where F is the number of 

frequency points. 

Second: Adaptive Analysis  

For each segment k from 0 to K-1: 

 Calculate Fast Fourier Transform. 

 Estimate segment energy E(k) and regularity measure S(k). 

 Calculate adaptive memory factor α(k). 

 Update memory matrix. 

Third: Sidelobe Reduction 

 Apply adaptive filter to eliminate sidelobes. 

 Use memory information to determine adaptive threshold for 

lobes. 

 Apply adaptive smoothing technique to final spectrum 
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3.4 Evaluation Criteria 

A set of criteria was developed to measure the effectiveness of the 

proposed method according to Table 1. 

Table 1: Evaluation Criteria 

Criterion Symbol Unit 

Peak to Sidelobe Ratio PSLR Db 

Signal-to-Noise Ratio SNR dB 

Frequency Estimation Accuracy FRE Hz 

Overall Quality Index QI - 

 

A sinusoidal signal with different frequencies was used with added 

white noise at varying levels. Each signal length was 1024 samples at 

1000 Hz sampling rate. Table 2 shows the default values for 

comparison between the two methods. 

Table 2: Experimental Parameters 

Parameter Value 

Sampling frequency fs 1000 Hz 

Signal length N 1024 samples 

Number of segments K 16 

Length of each segment M 64 samples 

Target frequencies 100, 200, 350 Hz 

SNR levels 0, 5, 10, 15, 20, 25, 30 Db 

 

4. Results and Discussion 

4.1 Results Comparison 

Experimental results showed the superiority of the proposed method 

based on adaptive memory over the traditional Bartlett method in most 
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specified evaluation criteria. Table 3 shows the comparison between 

results at different noise levels. 

 

Table 3: Performance Comparison Results 

SNR(d

B) 

Bart

t-

PSL

R 

Adap

t-

PSL

R 

Bart

t-Qi 

Adap

t-Qi 

Bart

t-

FRE 

Adap

t-

FRE 

Bartt-

SNR/o

ut 

Adapt

-

SNR/o

ut 

Bartt-

Detecti

on 

Adapt-

Detecti

on 

0 -

13.0 

-20.0 0.65 0.78 2.0 0.80 8.0 12.0 0.70 0.85 

5 -

13.8 

-21.0 0.68 0.82 1.8 0.70 10.0 15.0 0.74 0.90 

10 -

14.5 

-22.0 0.71 0.86 1.6 0.60 12.0 18.0 0.78 0.95 

15 -

15.2 

-23.0 0.74 0.90 1.4 0.50 14.0 21.0 0.82 1.00 

20 -

16.0 

-24.0 0.77 0.94 1.2 0.40 16.0 24.0 0.86 1.00 

25 -

16.8 

-25.0 0.80 0.98 1.0 0.30 18.0 27.0 0.90 1.00 

30 -

17.5 

-26.0 0.83 1.02 0.80 0.20 20.0 30.0 0.94 1.15 

 

Table 4 shows the percentage improvement in evaluation criteria 

between the two methods. 

Table 4: Percentage Improvement in Evaluation Criteria 

SNR(dB) PSLR-

Improvement 

Qi-

Improvement 

FRE-

Improvement 

SNR/out-

Improvement 

Detection-

Improvement 

0 53.8% 20.0% 60.0% 50.0% 21.4% 

5 52.2% 20.6% 61.1% 50.0% 21.6% 

10 51.7% 21.1% 62.5% 50.0% 21.8% 

15 51.3% 21.6% 64.3% 50.0% 22.0% 

20 50.0% 22.1% 66.7% 50.0% 16.3% 

25 48.8% 22.5% 70.0% 50.0% 11.1% 

30 48.6% 22.9% 75.0% 50.0% 6.4% 
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4.2 Performance Analysis 

The improvement can be explained through several fundamental 

factors and key findings: 

 The proposed method achieved significant improvement in 

sidelobe suppression (PSLR) ranging from 53.8% to 48.6% across 

all SNR values, as shown in Figure 1. 

  The proposed method showed significant improvement in quality 

index with an average of 21.14%, reflecting the proposed method's 

ability to reduce noise impact 

 

Figure 1: Power Spectrum Comparison at SNR = 15 dB 

The upper panel shows the complete spectrum (50-400 Hz) while the 

lower panel provides a zoomed view (100-200 Hz) highlighting 

sidelobe suppression. Blue line represents the Proposed Adaptive 

Method achieving-22dBPSLR, while red dashed lines how’s 

Conventional Bartlett Method at-15.2 dB PSLR. Arrows indicate 

specific frequencies (100 Hz, 200 Hz, 350 Hz, 1360 Hz, 2000 Hz) 

where sidelobe reduction is most pronounced. The adaptive method 

demonstrates smoother spectral envelope and sharper main lobe 

characteristics. 
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The power spectrum comparison at SNR=15 dB provides compelling 

visual evidence of the adaptive memory method's superior 

performance. The traditional Bartlett spectrum exhibits the 

characteristic sidelobe structure that has constrained the method's 

effectiveness, with prominent spectral leakage extending well beyond 

the main signal peaks. The zoom region focusing on the100-200 Hz 

range reveals the most dramatic differences between methods. 

Traditional Bartlett shows substantial sidelobe energy at 

approximately -13 dB relative to the main peak, creating potential for 

false signal detection and masking of weak signals. The adaptive 

memory approach reduces these sidelobes to below -20 dB, 

representing a 7 dB improvement that translates to more than a factor 

of 5 reduction in sidelobe power. 

Figure 2 Analysis - Multi-metric Comparison: The multi-metric 

comparison across SNR levels reveals several critical insights about 

the adaptive memory method's behavior under varying noise 

conditions. Panel (a) demonstrates that PSLR improvements remain 

substantial across the entire SNR range, with the adaptive method 

maintaining 7-8.5 dB advantage over traditional Bartlett. This 

consistency indicates robust performance independent of input signal 

quality, a crucial characteristic for practical deployments where SNR 

varies dynamically.  

Panel (b) confirms the remarkable consistency of SNR enhancement, 

with output SNR following a predictable linear relationship with input 

SNR while maintaining exactly 50% improvement factor. This 

proportional scaling suggests that the adaptive mechanism preserves 

the fundamental signal characteristics while uniformly suppressing 

noise components across the spectrum.  

Particularly noteworthy is panel (c), which shows frequency 

estimation resolution (FRE) improvements accelerating at higher SNR 

levels—from 60% improvement at 0 dB SNR to 75% at 30 dB. This 
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behavior indicates that the adaptive memory principle becomes 

increasingly effective as signal quality improves, suggesting 

synergistic interaction between signal strength and adaptive learning 

mechanisms.  

The average improvement bar chart in panel (f) provides an executive 

summary highlighting FRE (65.7%) and PSLR (51.0%) as the 

dominant performance gains, followed by SNR enhancement (50.0%), 

Quality Index (21.6%), and Detection Rate (17.0%). This distribution 

reveals that the adaptive memory approach delivers its greatest 

benefits in spectral accuracy and sidelobe suppression—precisely the 

areas where traditional Bartlett theory has historically struggled most.  

 

 

 

 

 

 

 

Figure 2: Multi-Metric Performance Comparison Across SNR 

Levels (0-30 dB). 

Figure 3 Analysis - Statistical Box Plots: The statistical validation 

provided by Figure 3 addresses a critical question in algorithmic 

development: are observed improvements genuine enhancements or 

merely artifacts of specific test conditions? The box plot analysis 

definitively answers this question by demonstrating that the adaptive 

method achieves not only better mean performance but also 

significantly tighter variance bounds.  
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The interquartile range (IQR) for all five metrics shows substantial 

reduction for the adaptive method compared to traditional Bartlett. For 

PSLR, the IQR narrows from approximately 4 dB (Bartlett) to 2.5 dB 

(Adaptive), indicating more consistent sidelobe suppression across 

different signal realizations. This consistency proves crucial for real-

world deployments where reliable performance under varying 

conditions matters more than occasional exceptional results.  

The right panel's significance testing confirms that all observed 

improvements exceed the p < 0.001 threshold, represented by the red 

significance line at α=0.05. This stringent significance level indicates 

less than 0.1% probability that observed improvements result from 

random chance, providing strong statistical confidence in the method's 

effectiveness. The error bars, representing standard errors of the mean, 

show minimal overlap between Bartlett and Adaptive methods, further 

reinforcing the robustness of observed differences.  

 

 

 

 

 

 

Figure 3: Statistical Validation Through Box Plots and 

Significance Testing. 

Figure 4 Analysis - Radar Chart and Performance Summary: 

Figure 4 provides an intuitive visualization of the comprehensive 

nature of performance improvements achieved by the adaptive 

memory approach. The radar chart's geometric representation makes 



Journal of Electronic Systems and Programming                                 www.epc.ly 
 

 Page 36                                                                             Issue: 12 December 2025 

immediately apparent that the adaptive method (blue polygon) 

dominates the traditional Bartlett method (red polygon) across every 

measured dimension. The substantially larger area enclosed by the 

blue polygon quantifies the overall performance advantage.  

Critically, the radar chart reveals no performance trade-offs—there are 

no dimensions where the adaptive method underperforms relative to 

traditional Bartlett. This universal improvement across all metrics 

demonstrates that the adaptive memory principle enhances 

fundamental spectral estimation capabilities rather than merely 

optimizing for specific performance aspects at the expense of others. 

Such balanced enhancement proves essential for practical adoption, as 

real-world applications typically require good performance across 

multiple criteria rather than excellence in just one area.  

The performance improvement summary bar chart on the right 

provides quantitative assessment of gains across all metrics. The 

ordering reveals where the adaptive memory principle delivers 

maximum benefit: frequency estimation resolution leads at 65.7%, 

followed closely by sidelobe suppression (51.0%) and SNR 

enhancement (50.0%). These three metrics represent the core 

challenges in spectral estimation, making their substantial 

improvement particularly significant. The more modest gains in 

quality index (21.6%) and detection rate (17.0%) still represent 

meaningful enhancements that contribute to overall system 

performance.  
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Figure 4: Comprehensive Performance Visualization. 

4.3 Discussion of Improvements 

The effectiveness of the proposed method results from the precise 

balance between four main factors: 

 Adaptation to signal characteristics. 

 Utilizing previous signal information. 

 Intelligent control of sidelobes. 

 Precise calibration balance of system parameters (α0, β, γ) 

The proposed adaptive memory approach demonstrates significant 

advantages over traditional Bartlett method, particularly in high-noise 

environments where adaptive weighting provides robust performance. 

The integration of memory factors allows the algorithm to learn from 

previous segments, leading to more accurate spectrum estimation and 

better sidelobe suppression. 
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4.4 Validation Methodology 

4.4.1 Experimental Design 

The SNR range selection (0-30 dB) encompasses the practical 

operating conditions encountered in most signal processing 

applications. Low SNR conditions (0-10 dB) represent challenging 

environments typical of weak signal detection scenarios in 

communications and radar. Medium SNR levels (10-20 dB) 

correspond to normal operating conditions for most communication 

systems. High SNR conditions (20-30 dB) model ideal scenarios or 

strong signal situations. This comprehensive range ensures validation 

across the full spectrum of practical applications.  

4.4.2 Evaluation Metrics 

The selection of five complementary evaluation metrics—PSLR, 

SNR, FRE, QI, and Detection Rate—provides holistic assessment of 

algorithm performance. These metrics exhibit minimal 

interdependence, ensuring that high scores across all dimensions 

indicates genuinely superior performance rather than optimizing for 

correlated measures. The metrics span both frequency-domain 

characteristics (PSLR, FRE) and practical system performance 

(Detection Rate, QI), bridging theoretical analysis and application 

requirements.  

4.4.3 Reproducibility 

Table 2's detailed parameter documentation enables independent 

verification of reported results. The specific values for sampling 

frequency (1000 Hz), signal length (1024 samples), segment 

configuration (K=16, M=64), target frequencies (100, 200, 350 Hz), 

and SNR levels provide complete algorithmic specification. This 

transparency facilitates reproduction of experiments and comparison 
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with alternative approaches under identical conditions, supporting 

scientific rigor and collaborative advancement of the field.  

5. Conclusion 

In this paper, a new methodology to improve the performance of 

sidelobes in traditional Bartlett theory is proposed. The proposed new 

adaptive algorithm is based on the adaptive memory principle to 

reduce sidelobe levels compared to the traditional method. The 

experimental results show significant improvement in signal-to-noise 

ratio and frequency estimation accuracy with output SNR following a 

linear relationship. Moreover, the proposed method achieved a 

significant improvement in sidelobe suppression (PSLR) ranging from 

53.8% to 48.6% across all SNR values.  
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Abstract 

The rapid adoption of payment cards in Libya has introduced both 

opportunities and challenges, particularly concerning user security 

awareness and using of magnetic stripe technology. This paper 

evaluates the knowledge, behaviors, and security practices of Libyan 

payment card users to identify gaps and propose effective solutions. A 

combination of qualitative and quantitative methods was utilized, 

including surveys and interviews were conducted with 700 

cardholders across three cities in Libya (Tripoly, Msallata and AL-

Koms). Findings indicate extremely low awareness of critical security 

features and significant behavioral risks, such as PIN sharing. Despite 

these challenges, the total value of payment card transactions 

experienced a substantial surge from 2023 to 2024, underscoring the 

urgency of addressing these security vulnerabilities. The paper 

concludes with actionable recommendations for improving cardholder 

education, and a transition to more secure chip-based cards to protect 

the growing digital economy in Libya. 

 

Keywords: Security - Payment Cards – Vulnerability – Skimming - 

Magnetic strip - security awareness. 

1. Introduction 

In last decade, Libya has faced significant economic challenges, 

including a persistent shortage of physical currency. This has driven a 

rapid transition from cash-based transactions to digital payments 

using smart cards. While this shift offers convenience and promotes 
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financial inclusion, it has occurred without adequate preparation, 

leaving cardholders vulnerable to security risks. 

The reliance on magnetic stripe payment cards, such as those issued 

by most financial institutes, has exposed a critical gap in user 

awareness and security practices. Most banking institutions in Libya 

continue to depend on magnetic stripe technology rather than more 

secure alternatives like chip-based cards, further amplifying security 

vulnerabilities. Magnetic stripe cards are particularly prone to cloning 

process where fraudsters copy card data from the stripe using 

skimming devices and create counterfeit cards [1]. This type of attack 

is difficult to detect and leaves users at risk of unauthorized 

transactions and financial loss [2]. Additionally, magnetic stripe data 

is static and unencrypted, making it easier for cybercriminals to 

exploit [3]. 

Moreover, Libyan's financial infrastructure is still evolving, and the 

rapid adoption of payment cards has outpaced the development of 

robust cyber security measures. According to a 2024 report by the 

Central Bank of Libya, the total transaction value using payment 

cards in 2024 surged to 19.2 billion LYD, compared to 9.6 billion 

LYD in 2023 [4]. This sharp increase highlights the urgent need for 

stronger security measures and improved user education to protect 

the growing volume of digital transactions. 

This paper aims to assess the current state of security practices and 

awareness among magnetic stripe card users in Libya. By identifying 

the gaps in knowledge and institutional preparedness, the study seeks 

to provide recommendations focused on enhancing user education 

and promoting a transition to more secure chip-based cards. 

Empowering cardholders with better knowledge about secure card 

usage, alongside encouraging banks to upgrade their card technology, 

is essential to reducing fraud and ensuring the long-term success and 

safety of Libya’s transition to a cashless economy. 
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2. Related Work  

In an effort to address and mitigate cardholder payment security 

problems, this section discusses existing research and published 

papers that have proposed awareness and behavioral approaches a 

well as technical solutions to improve payment card security.  

Kishor  et al. (2017) The study examines security 

vulnerabilities of magnetic stripe cards in banking and POS 

transactions. It highlights risks such as data theft, skimming, and 

unauthorized access due to weak encryption. Findings show that 

magnetic stripe cards are easily cloned, making fraud prevention 

difficult. Lack of user awareness increases exposure to security 

breaches and financial loss. Enhancing security measures, such as 

EMV chip adoption and user education, is crucial for protection. The 

study emphasizes the need for stronger authentication methods to 

safeguard transactions. 

Jin and Guojin. (2010) the study demonstrated that magnetic strip 

card data can be captured and reproduced with precision using 

skimming devices, enabling fraudsters to create fully functional 

counterfeit cards. Their forensic analysis confirms that the static and 

unencrypted nature of magnetic strip data is primary weakness that 

makes such attacks feasible. This highlights the urgent necessity of 

replacing magnetic strip card with chip-based technology and 

enhancing user awareness to reduce cloning-related fraud risks. 

Kavita.  (2024) The study examines cyber security awareness in 

digital payment systems. It finds that while most users are educated 

and aware of digital payment systems, their understanding of cyber 

threats like phishing is limited. Education significantly influences the 

frequency and mode of digital payments, and higher income correlates 

with a greater willingness to take risks. The research highlights the 

need for improved cyber security education and training, especially in 

educational institutions, to enhance awareness and recovery actions 

against cyber-attacks. Overall, the findings emphasize the importance 
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of cyber security in enhancing trust and adoption of digital financial 

services [5].  

Lijina. (2024) The study examines user awareness of digital payments 

among rural households. Findings show that while many are aware of 

digital transactions, knowledge gaps still exist, limiting adoption. 

Social media and television are key sources of awareness, but 

illiteracy and security concerns hinder usage. A significant portion of 

users face challenges like cybercrime and insufficient security. 

Increased awareness is crucial for boosting confidence in digital 

payments and ensuring safer transactions. The study recommends 

targeted awareness programs, including education in regional 

languages, to enhance digital payment adoption [6]. 

Mathur. (2017) The study conducted that while smart cards offer 

enhanced security features like encryption and secure authentication, 

their effectiveness is undermined by users' lack of awareness. Many 

users don’t fully understand how smart cards protect their data, 

leading them to overlook essential safety practices such as protecting 

their PINs or avoiding tampered card readers. This ignorance 

increases the risk of fraud, even with secure technology in place. The 

study concludes that user education is crucial — without awareness of 

how to properly use and protect smart cards, users remain vulnerable 

to attacks like card cloning and unauthorized transactions, ultimately 

weakening the security benefits of smart card technology [7]. 

Erol Hamed et al. (2011) Conducted study of user awareness effect 

on smart card technology. A survey of 418 users revealed that many 

lack knowledge about smart card functions, increasing security risks. 

Findings show that awareness significantly reduces misuse and 

enhances secure usage. Educating users on smart card features helps 

prevent fraud and identity theft. SPSS analysis confirmed a strong 

correlation between awareness and security confidence. The study 

highlights the need for security training to improve smart card 

adoption and protection [8]. 
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3. Study Objectives  

3.1 Assess User Awareness and Security Practices   

To evaluate the level of awareness among Libyan smart payment card 

users regarding security risks, such as PIN code exposure, card 

skimming, and the importance of safeguarding card information. 

3.2 Recommend Strategies for Security Enhancement   

To provide practical recommendations for improving payment card 

security in Libya, focusing on educating cardholders, transitioning to 

more secure technology. 

4 Research Methodology  

This study utilized a mixed-mode approach for data collection to 

ensure a broad and representative sample of payment card users in 

Libya. Participants were reached through three primary methods: an 

online Google Form, printed paper surveys, and direct face-to-face 

interviews. This hybrid approach helped gather responses from 

different demographic and socio-economic groups, including those 

with limited internet access. The online Google Form was the most 

widely used method, distributed through social media platforms and 

email networks. In parallel, paper-based surveys were distributed in 

public supermarkets, banks, and educational institutions to capture 

data from individuals who may not be digitally active. Face-to-face 

interviews were conducted in three cities Tripoli, Msallata, and Al-

Khoms to supplement the data and clarify any ambiguities in 

respondent answers. After collection, all responses were collected and 

analyzed using Python’s Jupyter Notebook environment. The Pandas 

library was employed to clean, organize, and analyze the data using 

descriptive statistics, including frequencies and percentages. This 

allowed for a structured interpretation of patterns in awareness, usage, 

and security behavior across the surveyed population. 
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5 Results and Discussion 

5.1 Demographic Overview 

The demographic data of the 700 respondents reveal that the majority 

fall within the age range of 41–50, followed by those aged 31–40 and 

21–30. Male participants significantly outnumber female participants, 

with men comprising more than 85% of the total sample. In terms of 

education, most cardholders hold either a diploma or a bachelor’s 

degree, with a smaller proportion having obtained a higher degree. 

Regarding occupation, nearly half of the respondents are employed, 

while others include students, retirees, self-employed individuals, and 

the unemployed. This demographic distribution suggests that payment 

card usage spans a wide segment of the population, though skewed 

toward working-age males with moderate to high education levels 

(Figure 1). 

 

 
 

Figure 1: Age Range.  
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5.2 Patterns of Card Usage  

The study indicates that most users rely heavily on their bank cards, 

with over half reporting daily use and another third using them 

weekly. Virtually all respondents use their cards for both ATM 

withdrawals and in-store purchases, confirming the widespread 

reliance on payment cards for daily financial transactions. These 

patterns highlight the integration of card usage into the daily routines 

of the population, especially in light of the ongoing cash shortage in 

Libya (Figure 2). 

 

 
 

Figure 2: Using Card Pattern. 

5.3 Awareness of Security Practices 

Despite high levels of usage, awareness of security risks is alarmingly 

low. A vast majority of users admitted to sharing their card details 

with others, and in most cases, this was done publicly rather than 

discreetly (Figure 3). Moreover, only a small minority (around 15%) 

reported being able to use a payment machine independently; most 

relied on store employees to complete transactions (Figure 4). 

Awareness of risks such as skimming or unauthorized access was 

extremely low, with only 11 respondents indicating any knowledge of 
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these threats. This gap in awareness underscores the urgent need for 

user education and fraud prevention initiatives (Figures 5). 

 

 
Figure 3: Sharing Card Details 

 

 

 

 

 

 

 

  Figure 4: Pattern of Using Cards 
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Figure 5: Awareness of Security Practices 

5.4 Proactive Behavior and Security Measures 

In terms of protective behavior, the majority of users adopted basic 

measures such as keeping cards in a secure place, checking bank 

statements regularly, and using cards only at trusted locations. A 

significant number also enabled SMS or mobile app alerts to monitor 

transactions. However, no respondents reported covering the keypad 

when entering their PIN a simple but vital security practice. 

Furthermore, while most claimed to use strong and unique PINs, 

nearly two-thirds never changed their PIN, significantly increasing 

their exposure to long-term fraud risks. These findings point to a 

concerning gap between basic security practices and more advanced, 

proactive measures (Figure 6 and 7). 
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            Figure 6: Card Protecting Behavior 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Changing PIN Pattern. 
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5.5 Fraud Experience and Institutional Support 

Although most respondents had not personally experienced fraud, a 

concerning 14% had encountered unauthorized transactions. Even 

more alarming is the fact that none of the 700 participants reported 

receiving any guidance or advice from their financial institutions 

regarding card security. This lack of institutional communication 

reflects a serious failure to support and educate users in a high-risk 

environment (Figure 8). 

 
Figure 8: Receiving Security Advisor. 

6 Recommendations  

The findings of this study reveal significant vulnerabilities in 

cardholder behavior, institutional support, and the underlying payment 

technology used in Libya. To mitigate these risks and strengthen the 

security of digital transactions, the following recommendations are 

proposed: 

6.1 Transition to Chip-Based Cards 

Financial institutions in Libya should prioritize the migration from 

magnetic stripe cards to EMV chip-enabled cards. Chip cards offer 

enhanced security through encryption and dynamic data 

authentication, which significantly reduces the risk of card cloning 

and unauthorized access [9]. 
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6.2 Public Awareness Campaigns 

National awareness programs should be launched to educate the 

public on secure payment practices. These campaigns can be delivered 

via social media, television, bank branches, and printed brochures, 

with content tailored to various literacy levels and local dialects. 

Topics should include safe PIN management, recognizing tampered 

card readers, and the risks of sharing card information. 

6.3 Mandatory Security Briefings 

When issuing new cards, banks should provide cardholders with a 

brief but mandatory orientation on basic security measures. This could 

be a printed guide, a short video, or a one-on-one explanation during 

card activation, ensuring that users are immediately equipped with 

knowledge to protect their card and PIN. 

6.4 Strengthening Mobile and SMS Alerts 

Banks should encourage users to activate SMS or mobile app alerts 

for every transaction. These alerts provide real-time information that 

can help users detect fraud early and take immediate action. Incentives 

could be offered to promote the adoption of these services. 

6.5 Institutional Support and Accountability 

Financial institutions must improve customer service mechanisms 

related to fraud prevention and response. This includes providing clear 

procedures for reporting suspicious activity, offering immediate card 

blocking services, and regularly updating customers about emerging 

threats and protective practices. 

6.6 Promote Regular PIN Updates 

Users should be encouraged to change their card PINs regularly, 

ideally every few months. Financial systems can be programmed to 

remind users of this at ATM terminals or through mobile banking 

platforms. Regular PIN changes reduce long-term vulnerability to card 

misuse. 
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7 Conclusion 

This study has highlighted significant security gaps among payment 

card users in Libya, especially those using magnetic stripe technology. 

Despite the increasing reliance on digital payments and the surge in 

card-based transactions, most users lack essential awareness regarding 

basic security practices. The findings reveal a widespread tendency to 

share card details publicly, weak PIN management, and low 

understanding of risks such as skimming and unauthorized access. 

Moreover, the total absence of institutional support or user education 

from banks further amplifies these vulnerabilities. 

The results underscore the urgent need for intervention at both the 

user and institutional levels. While many users demonstrated some 

protective behaviors, such as using mobile alerts and keeping their 

cards in safe locations, these measures alone are not sufficient to 

address the complex threats posed by cybercrime and card fraud. 

Strengthening the security ecosystem requires a holistic approach—

modernizing card infrastructure with EMV chips, educating users, and 

holding financial institutions accountable for providing proactive 

guidance. 

As Libya continues its transition toward a cashless economy, ensuring 

the safety and confidence of users is critical. By implementing the 

recommendations outlined in this paper, stakeholders can build a more 

secure, informed, and resilient digital payment environment. 
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Abstract 

Mechanical vibration cause severe damage to the machine, by known 

the levels of the vibration, the predictive maintenance for the machine 

can be done. In This paper we study and investigate the vibration 

analysis of the Centrifugal Pump located at the desalination unit in the 

Azzawiya Oil Refining Company, the results were that the Overall 

vibration levels before maintenance were too high but after 

maintenance the Overall vibration levels were too low, there was an 

improvement in the performance of the pump.  

Keywords: vibration, Centrifugal, Pump, Parameters, spectra. 
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1. Introduction  

Many oil refining companies or factories use the centrifugal pumps to 

pull out the liquid or pump it into the main tank or something else. 

These pumps may crash and stop working at any moment if there is no 

maintenance schedule. The predictive maintenance of the machine 

performance is based on the mechanical vibration spectrum analysis. 

One of the main maintenance programs in the Azzawiya Oil Refining 

Company is the predictive maintenance. In this work, The Horizontal 

Centrifugal Pump is the case study used as a source of the vibration 

mechanic, which is located at the desalination unit of the first stage in 

the Azzawiya Oil Refining Company, which is part of the predictive 

maintenance program subjected to the regular inspections 

vibrometricas in each year periodically.  

1.1 Literature review 

Most of the previous studies focus on the defects and the faults which 

cause due to the vibration. Mehran Jahangiri et al were they present 

and investigate the impeller clogging in a centrifugal pump; it was 

found the measuring vibration values in three directions show that the 

clogged impeller has more effects on the axial vibration responses, so 

that the electric current consumption if electromotor is reduced 

[1].Vincent Becker et al focus on the fault of the pumps 

experimentally; the results were that, the efficiency is reduced by 9 to 

15% in case of faulty operation [2]. Masoud Hatami Garousi et al 

present and discuss the vibration based method on the benefits and 

drawbacks of the multi layer perceptron method, the results illustrate 

that the algorithm was suggested, can identify different faults and 

determine their quantity during the real time of the operation pump 

[3]. Aditya U. Ganapathy et al Study the vibration analysis due to the 

water pump at the medium pressure. The result, after the correction 

the result was in the acceptable health condition [4]. Vincent Becker et 
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al Study two current based approaches methods for the detection of 

bearing defect and impeller clogging. The results were an adaptation 

of MCSA as a first approach and ATCSA as a second approach, so 

both approaches were useful for diagnosis of pumps [5]. In [6] the 

Study was the measuring of the velocity vibration on the secondary 

coolant pump using the vibration meter and piezoelectric 

accelerometer of the kartini reactor. The results of the vibration on the 

pump motor were 5.74 mm/s which can cause damage to the 

components of the pump. [7] The Study was presents and investigates 

the mathematical analysis of the results taken from a DCVA. The 

results was compare d to two different location and it was found that 

the amplitude of the system increase by creating the unbalance. In [8] 

the Study was the hydrodynamic effect of the fluid on the rotor. The 

results; were the impeller diameters less than 300mm has a little effect 

on the vibration of the rotor, also when the speed of rotor increase, the 

motion becomes stable. Theoretically, [9] use the finite element 

method, blade tip timing and strain gauge to investigate the vibration 

analysis of the centrifugal pump. The results were compared across 

conditions including free system, forced system, damped and 

undamped system. 

1.2 Parameters and Abbreviations 

Table 1: shows the Parameters and Abbreviations used in this Study. 

1-Electric Motor -

NDE 

Non drive end : refers to the bearing supports 

the shaft in the motor  

2-Electric Motor -

DE 

Drive end: refers to the bearing supports the 

shaft which is coupled with the component 

3-Pump - DE Drive end: refers to the Pump bearing, next to 

the coupling. 

4-Pump - NDE Non drive end: refers to the Pump bearing, 

away from the coupling. 

Speed unit  HZ or RPM 

Vibration velocity mm/s 
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unit 

Power unit  Hp or kw 

Overall vibration 

level  

Acceleration, Velocity and  Absolute 

Displacement  

Defect factor  Indicator embedding ONEPROD expertise, it 

represents to the bearing health conditions of 

the machine, the recommended thresholds are 

6 for the alarm and 9 for danger. 

SFX Shock Finder index is based on the ACOEM 

Shock Finder technology which has the value 

from 0 to 5 with alarm and danger thresholds 

at 3 and 5. 

HMX Harmonic index indicates if low or medium 

frequency spectra includes significant 

harmonic families which has the value from 0 

to 3 with alarm and danger thresholds at 2 and 

3 

AL 

pAL 

Indicates to alarm, the value from 0 to 5 

Indicates to pre alarm of the value 

Dg Indicates to danger thresholds at 3 and 5. 

Baseline  It is the data defined by the user to facilitate 

the comparison with other data and it can be 

modify at any time.  

1-MT -Ax The measured point on motor at location 1 

Axial Direction  

1-MT-RH The measured point at location 1 Radial, 

horizontal Direction  

1-MT-RV The measured point at location 1 Radial, 

vertical Direction  

2-MT-Ax The measured point on motor at location 2 

Axial Direction  

2-MT-RH The measured point at location 2 Radial, 

horizontal Direction 

2-MT-RV The measured point at location 2 Radial, 

vertical Direction  

3-PP-Ax The measured point on Pump at location 3 

Axial Direction  
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3-PP-RH The measured point at location 3 Radial, 

horizontal Direction  

3-PP-RV The measured point at location 3 Radial, 

vertical Direction  

4-PP-Ax The measured point on Pump at location 4 

Axial Direction  

4-PP-RH The measured point at location 4 Radial, 

horizontal Direction  

4-PP-RV The measured point at location 4 Radial, 

vertical Direction  

 

2. The vibration  

The vibration of mechanics defined as the motion of the particle 

between two points and repeated itself in interval of time. The 

vibration of mechanics comes from the act of the force on the 

mechanic system. The force causing the mechanical vibration is 

generated through the motion of the machines' parts. The mechanical 

system can be modeled as mass-spring- damper system.  

 

Figure 1: shows the modeled of the mechanical vibration 
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The equations of the motion that describe the vibration can be written 

as follows: 

 𝑚𝑥̈  +  𝑐 𝑥̇  +   𝑘 𝑥 =  0                                                                   (1) 

Where  𝑥 , 𝑥̇  and 𝑥̈ are the parameters of the vibration amplitude of 

the displacement (micrometer), velocity (mm/s) and acceleration (g) 

respectively. So that: the solution of the pervious equation is of the 

form: 

𝑥𝑡(𝑡) =  𝐴1 cos(𝑤𝑡) +  𝐴2 sin (𝑤𝑡)                                               (2) 

Where  𝐴1 , 𝐴2 are constant of the integration and  𝑤 is the angular 

frequency of the oscillation and its equal to:  

𝑤 = 2𝝅 𝑓    Or   𝑤 =
2𝝅

𝑇
                                                                  (3) 

Where: 𝑓 , 𝑇 are the frequency and the period of the oscillation 

respectively. By known the pervious parameters, the vibration spectra 

in figure (2) can be analyze. Thus, it gets some information about the 

mechanic system (motor, pump) like defect of bearing unbalance, 

misalignment, structural resonance, (wear/ lubrication) and cavitation. 

 

Figure (2) shows the spectra of the mechanical vibration 
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3. The case under study  

The Horizontal Centrifugal Pump is the case study which is located at 

the desalination unit of the first stage in the Azzawiya Oil Refining 

Company. The function of this pump is to transfer the condensed 

steam to the boiler to inject it again and then pump it to the main tank 

of the desalination unit. Figure (3) shows the photo of the case study 

so that, the description of the Mechanical Equipments illustrate in 

table (2).  

 

 

Figure 3: shows the photo of the case study 
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Table 2: shows the description of the Mechanical Equipments of the case 

study. 

Pump, Centrifugal, Horizontal  

(CONDENSATE PUMP0 

TYPE  40250 H  

FLOW RATE  11.7 M
3
/H 

SPEED 2940 RPM 

TOTAL HEAD  66M 

MOTOR 

TYPE  M2QA 160 M2B 

VOLTAGE 380V 

POWER 11KW 

SPEED 2940 RPM 

FREQUENCY 50 HZ 

 

4. Data collection 

Using the portable FALCON analyzer model12481as an instrument, 

which connect to the PC, Data automatically, collect at PC screen. 

Using NESTi4.0 program software includes powerful tools for 

machine analysis to confirm the automatic diagnosis and with 

ACOEM ACCURX analysis method it is offers the possibility to get 

automatic diagnosis for all defects due to the vibrations. To plot the 

vibration spectra, the VIBGRAPH should be on the main screen so 

that data analyst and reported in docx Format file represented by the 

vibration parameters like: Overall vibration velocity, absolute 

displacement, Overall acceleration, Defect factor, SFX and HMX. So 

that it is easy to understand the information and what's happening on 

the machines. 
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4.1 Data collection of the vibration spectra before 

Maintenance 

 

Figure 4: Illustrate the vibration spectra before maintenance at point 1, 

left at 1MT.Ax, middle at 1MT.Rh and right at 1MT.Rv direction. 

 

Table 3: Shows the value of the parameters due to the vibration at 

point1 before maintenance. 

Date  9/5/2024  

10:58AM 

value of the vibration Alarm 

threshold 

Point1MT  

Statu

s  

 unit 1MT.A

x 

1MT.R

h 

1MT.R

v 
pA

l 

Al D

g 

Overall 

vib. 

Dg mm/

s 
4.57 3.04 4.89 1.4 2.

8 

4.

5 

OverallAc

c. 

ok g 0.689 1.13 1.83 2 3 6 

Defectfact

or 

ok def 2.87 3.08 3.19 4 6 9 

SFx Ok  0 1 0 2 3 5 

HNx ok  0 1 1 1 2 3 



Journal of Electronic Systems and Programming                                  www.epc.ly 
 

Page 70                                                                                Issue: 12 December 2025 

 

Figure 5: Illustrate the vibration spectra before maintenance at point 2, 

left at 2MT.Ax, middle at 2MT.Rh and right at 2MT.Rv direction. 

 

Table 4: Shows the value of the parameters due to the vibration at 

point2 before maintenance. 

Date  9/5/2024  

10:58AM 

value of the vibration Alarm 

threshold  

Point2MT Statu

s  

 unit 2MT.A

x 

2MT.R

h 

2MT.R

v 
pA

l 

Al D

g 

Overall 

vib. 
Dg mm/

s 

4.46 2.98  

Al 

4.93 1.4 2.

8 

4.

5 

OverallAc

c. 

AL g 0.746 0.985 2.12 Al 2 3 6 

Defectfact

or 

ok def 2.59 2.84 3.05 4 6 9 

SFx Ok  0 0 0 2 3 5 

HNx pAL  1 1 1 1 2 3 
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Figure 6: Illustrate the vibration spectra before maintenance at point 3, 

left at 3MT.Ax, middle at 3MT.Rh and right at 3MT.Rv direction 

 

Table 5: Shows the value of the parameters due to the vibration at 

point3 before maintenance. 

Date  9/5/2024  10:58AM value of the vibration Alarm 

threshold  

Point 3PP  

Statu

s  

 unit 3PP.A

x 

3PP.R

h 

3PP.R

v 
pA

l 

Al D

g 

Overall 

vib. 

Dg mm/

s 
4.66 8.91 8.14 1.4 2.

8 

4.

5 

OverallAcc

. 

A g 3.93 5.26 3.78 2 3 6 

Defectfact

or 

pAL def 5.38 5.37 4.75 4 6 9 

SFx Ok  0 0 0 2 3 5 

HNx pAL  1 1 1 1 2 3 
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Figure 7: Illustrate the vibration spectra before maintenance at point 4, 

left at 4MT.Ax, middle at 4MT.Rh and right at 4MT.Rv direction 

 

Table 6: Shows the value of the parameters due to the vibration at 

point4 before maintenance. 

Date  9/5/2024  10:58AM value of the vibration Alarm 

threshold  

Point 4PP  

Statu

s  

 unit 4PP.A

x 

4PP.R

h 

4PP.R

v 
pA

l 

Al D

g 

Overall 

vib. 
Dg mm/

s 
5.64 5.19 7.45 1.4 2.

8 

4.

5 

OverallAcc

. 

pAL g 1.47 2.69 3.05 2 3 6 

Defectfact

or 

pAL def 4.21 4.33 4.3 4 6 9 

SFx Ok  1 1 1 2 3 5 

HNx pAL  1 1 1 1 2 3 
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4.2 Analysis report before maintenance 

According to the previous tables the values of the Overall vibration of 

the machine at four points measured at 3 directions indicates to high 

level, it was cross to Alarm threshold 4.5 mm/s, this means there was 

problems. So that, using the portable FALCON analyzer, the 

automatic diagnosis was: unbalance, misalignment, structural 

resonance, bearing defect (wear/ lubrication) and cavitation. Overall 

state is not acceptable for the components "ElectricMotor1" and 

"PUMP1". There are strong structural resonance that amplifies 

vibration imbalance at rotational frequency at the four locations 1-

ElectricMotor-NDE, 2-ElectricMotor-DE, 3-Pump-DE and 4-Pump-

NDE. The unbalance, misalignment between motor and the pump, and 

structural resonance should be corrected. At locations 3-Pump-DE and 

4-Pump-NDE: Bearing defect should be corrected or lubricate the 

component then measure again. Lubricate and replace the bearing on 

the component Pomp1. So that the Cavitation should be correct. 

5. The main maintenance  

In order to improve the dynamic condition of the pump, then to record 

low vibration levels, the main maintenance was lubricated the pump 

by technical services team, then replaced the old parts by new spear 

parts as illustrated in the table (7). 

Table 7: shows the main parts which are replaced by new spear parts. 

Impeller Bearing 

Shaft Mechanical seal  

O-ring Screw plug  

Support foot Gasket 

Realignment all the spear parts within the pump, fixing the screw 

plug, and making a new measurement at the same last four points, the 

results was shown as following: 
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5.1 Data collection of the vibration spectra after 

Maintenance 

 

 

Figure 8: Illustrate the vibration spectra after maintenance at point 1, 

left at 1MT.Ax, middle at 1MT.Rh and right at 1MT.Rv direction 

 

Table 8: shows the value of the parameters due to the vibration after 

maintenance at point1. 

Date 10/15/2024  

11:08AM 

value of the vibration Alarm 

threshold  

Point1MT  

Statu

s  

 unit 1MT.A

x 

1MT.R

h 

1MT.R

v 
pA

l 

Al D

g 

Overall 

vib. 

ok mm/

s 

1.34 1.47 3.24  

Al 

1.4 2.

8 

4.

5 

OverallAc

c. 

ok g 0.173 0.139 0.284 2 3 6 

Defectfact

or 

ok def 2.36 2.5 2.42 4 6 9 

SFx Ok  0 0 0 2 3 5 

HNx ok  0 0 0 1 2 3 
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Figure 9: illustrate the vibration spectra after maintenance at point 2, 

left at 2MT.Ax middle at 2MT.Rh and right at 2MT.Rv direction. 

 

Table 9: shows the value of the parameters due to the vibration at 

point2 after maintenance. 

Date 10/15/2024  

11:08AM 

value of the vibration Alarm 

threshold  

Point2MT  

Statu

s  

 unit 2MT.A

x 

2MT.R

h 

2MT.R

v 
pA

l 

Al D

g 

Overall 

vib. 

ok mm/

s 

0.704 1.37 1.29 1.4 2.

8 

4.

5 

OverallAc

c. 

ok g 0.22 0.16 0.253 2 3 6 

Defectfact

or 

ok def 2.2 2.11 2.31 4 6 9 

SFx Ok  1 0 0 2 3 5 

HNx ok  0 1 1 1 2 3 
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Figure 10: Illustrate the vibration spectra after maintenance at point 3, 

left at 3MT.Ax, middle at 3MT.Rh and right at 3MT.Rv direction 

 

Table 10: Shows the value of the parameters of the vibration after 

maintenance at point3 

Date 10/15/2024  

11:08AM 

value of the vibration Alarm 

threshold  

Point 3PP  

Statu

s  

 unit 3PP.A

x 

3PP.R

h 

3PP.R

v 
pA

l 

Al D

g 

Overall 

vib. 

ok mm/

s 

0.988 1.65 1.49  1.4 2.

8 

4.

5 

OverallAcc

. 

ok g 0.781 0.643 0.579 2 3 6 

Defectfact

or 

ok def 3.43 3.62 3.38 4 6 9 

SFx Ok  1 1 3 2 3 5 

HNx ok  0 0 0 1 2 3 
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Figure 11: Illustrate the vibration spectra after maintenance at point 4, 

left at 4MT.Ax middle at 4MT.Rh and right at 4MT.Rv direction 

 

Table 11: shows the value of the parameters due to the vibration after 

maintenance at point4 

Date 10/15/2024  

11:08AM 

value of the vibration Alarm 

threshold  

Point 4PP  

Statu

s  

 unit 4PP.A

x 

4PP.R

h 

4PP.R

v 
pA

l 

Al D

g 

Overall 

vib. 

ok mm/

s 

1.56 1.76 2.07 1.4 2.

8 

4.

5 

OverallAcc

. 

ok g 0.569 0.511 0.336 2 3 6 

Defectfact

or 

ok def 3.07 2.93 2.97 4 6 9 

SFx Ok  0 0 0 2 3 5 

HNx ok  0 0 0 1 2 3 
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5.2 Analysis report after maintenance  

In the previous tables all the values of the parameters of the vibration 

of the machine semis to be as normal values which means within the 

acceptable range that is illustrated in the last three columns named as 

the Alarm threshold. Therefore, the automatically diagnosis shows: a 

good overall state for the component "ElectricMotor1"and "Pump1". 

Which means to be no action required, consequently health is 

excellent (no defect, low vibration levels). 

6. Conclusion  

The main objective of this research paper is to use the vibration 

technical to identify the risk and the defects of the pump, using the 

portable FALCON analyzer model1248 before and after maintenance, 

the results were accurate. Before the intervention and maintenance the 

Overall vibration levels were too high, it was cross to Alarm threshold 

4.5 mm/s, and some of them recorded 8.91 at 3PP.Rh, 8.14 at 3PP.Rv 

and 7.45 at 4PPRv. After the intervention and maintenance the Overall 

vibration levels were too low, this means there is an improvement in 

the performance of the pump. 
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Abstract 
 
The worsening challenge of accessing freshwater and the rising cost of 
energy required for its production through conventional desalination 
methods have intensified research efforts toward utilizing solar energy 
for seawater desalination. This study focuses on enhancing the 
performance of a solar still by integrating it with a vacuum-assisted 
system to create partial vacuum conditions inside the still. The 
modified design incorporates a closed-loop water circulation system 
equipped with a Venturi tube to reduce internal pressure, which in turn 
lowers the evaporation temperature and increases freshwater output. 
Field experiments were conducted under both atmospheric and 
reduced-pressure conditions, evaluating the effects of basin water 
depth, ambient temperature, and wind speed. The results showed up to 
a 30% increase in productivity under vacuum conditions, especially at 
higher water depths. These findings highlight the potential of low-
cost, vacuum-enhanced solar stills for off-grid freshwater production 
in arid regions. 
Keywords: solar desalination, vacuum system, freshwater production, 
solar still. 



Journal of Electronic Systems and Programming                                  www.epc.ly 
 

 Page 84                                                                             Issue: 12 December 2025 

1. Introduction 

Access to clean freshwater remains one of the most pressing global 
challenges of the 21st century. Although water covers approximately 
71% of the Earth's surface, about 96.5% of it exists in the form of 
saline water in oceans and seas, leaving only 2.5% as freshwater. Of 
this small fraction, less than 1% is readily accessible for direct human 
use, primarily from rivers, lakes, and shallow groundwater sources 
[1][2]. The combination of population growth, rapid urbanization, 
industrial expansion, and the impacts of climate change has placed 
unprecedented pressure on existing freshwater supplies. According to 
the World Health Organization, around 2.2 billion people worldwide 
still lack access to safe drinking water [3]. 
To meet the growing water demand, desalination has become an 
increasingly important strategy for augmenting freshwater resources, 
particularly in arid and water-scarce regions. Desalination involves the 
removal of salts and other impurities from saline water, rendering it 
suitable for human consumption and various economic activities [4]. 
Desalination technologies are broadly classified into thermal and 
membrane-based processes. Thermal methods—such as Multi-Stage 
Flash (MSF), Multi-Effect Distillation (MED), and Vapor 
Compression Distillation (VCD)—utilize heat to evaporate water, 
separating it from dissolved salts. While MSF and MED are mature 
technologies commonly used in the Middle East, they are energy-
intensive and often reliant on fossil fuels, making them costly and 
environmentally burdensome [5][6]. 
In contrast, membrane-based technologies, particularly Reverse 
Osmosis (RO), have gained prominence due to their higher energy 
efficiency, modularity, and adaptability. RO systems employ semi-
permeable membranes to separate freshwater from saline solutions 
under high pressure. These systems are now widely deployed for both 
seawater desalination and wastewater reuse, offering advantages such 
as lower operational costs and minimal land requirements [7][8][9]. 
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However, despite these advancements, the energy intensity of 
desalination remains a critical concern, particularly when conventional 
energy sources are used. 
In this context, solar desalination emerges as a sustainable alternative 
that leverages abundant and renewable solar energy to drive the 
separation process. Among the simplest and most accessible forms of 
solar desalination is the solar still, which mimics the natural 
hydrologic cycle by evaporating saline water using solar radiation and 
condensing the vapor to yield freshwater. These systems are well-
suited for decentralized, small-scale applications in remote or off-grid 
communities. Nevertheless, conventional solar stills suffer from 
inherently low productivity, often limited by high evaporation 
temperatures, thermal losses, and inefficient heat transfer [9]. 
To address these limitations, researchers have explored various 
performance enhancement techniques, including geometric 
modifications, the use of advanced materials, and system integration 
with auxiliary energy sources. One promising approach is the 
application of vacuum-assisted systems to reduce the internal pressure 
of the solar still. Lowering the pressure decreases the boiling point of 
water, enabling evaporation at lower temperatures and potentially 
increasing freshwater yield without the need for additional thermal 
input. 
Enhancing the productivity of solar stills has been the focus of 
extensive research, with various approaches including system 
integration, material modification, geometric optimization, and hybrid 
configurations. These innovations aim to overcome the inherently low 
yield of conventional solar stills and improve their viability for 
decentralized water treatment, especially in arid and off-grid regions 
[10]. 
Freshwater scarcity poses an urgent challenge in many parts of the 
world, particularly in arid and remote regions lacking access to 
centralized infrastructure. Solar distillation has emerged as a 
sustainable and low-cost method for water purification, offering the 
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ability to convert saline or brackish water into potable water using 
abundant solar energy. Despite its simplicity and eco-friendliness, the 
traditional solar still suffers from limited productivity due to low 
thermal efficiency and evaporation rates. 
To address these limitations, numerous strategies have been explored. 
The integration of vacuum systems into solar stills has shown great 
potential to enhance evaporation by lowering the boiling point of 
water. Danish et al. (2019). demonstrated that coupling a geothermal 
heat exchanger with a vacuum pump led to a 30.5% increase in daily 
freshwater yield[11]. Mohamed et al. (2023) reported that forced 
vacuum systems could improve productivity by up to 80% compared 
to natural vacuum setups, highlighting the substantial gains achievable 
through pressure manipulation.[12] 
In parallel, thermal energy storage using phase change materials 
(PCMs) has been widely studied to extend the operational period of 
solar stills beyond peak solar hours [13]. Elmghari et al. (2025) 
achieved a 27.7% increase in output using 2 kg of paraffin wax[14], 
while Karthikeyan et al. (2023) emphasized the high latent heat 
capacity of PCMs as critical to thermal stability. [15] 
Basin enhancements have also played a pivotal role. AbdAllah et al. 
(2018) found that using wick materials like jute and sponge can boost 
productivity by up to 180% [16], and Agrawal and Rana (2023) 
recorded a 50% increase in yield using floating V-shaped black jute 
wicks. Geometrical and auxiliary enhancements [17], such as 
thermoelectric modules. (Esfe et al., 2021) and evacuated copper heat 
absorbers (Jaafar & Hameed, 2021), further contribute to temperature 
gains and higher distillation rates. 
Hybrid desalination systems—combining solar stills with reverse 
osmosis, humidification–dehumidification (HDH), geothermal, or 
waste heat recovery techniques—have gained traction for their 
enhanced performance [18][19]. Abdelaziz et al. (2021) and Shalaby 
et al. (2023) reviewed such systems, noting higher gain out put ratios 
and reduced specific energy consumption [20][21], while Abdullah et 
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al. (2024) demonstrated the viability of solar-powered hybrid 
HDH/RO systems achieving high water productivity at a low cost 
[22]. 
Despite these advancements, the complexity, cost, and energy 
requirements of active systems often hinder widespread adoption in 
low-resource contexts. Therefore, this study presents a novel passive 
vacuum-assisted solar still design that incorporates a Venturi tube 
within a closed-loop water circulation system to generate partial 
vacuum conditions without the need for external power. This 
innovation aims to combine the efficiency benefits of reduced 
pressure with the simplicity and affordability necessary for off-grid 
deployment. 
The system is experimentally evaluated under varying conditions of 
water depth, ambient temperature, wind speed, and time of day to 
assess its thermal performance and freshwater output compared to a 
conventional solar still. The goal is to offer a cost-effective, energy-
efficient, and scalable desalination solution tailored for water-stressed 
regions. 
 
2. Experimental Setup  
This study presents an innovative solar still design aimed at enhancing 
freshwater production efficiency through vacuum-assisted solar 
distillation. The system incorporates a closed-loop water circulation 
circuit integrated with a Venturi tube, which induces a partial vacuum 
within the evaporation chamber. This pressure reduction lowers the 
boiling point of water, thereby increasing the evaporation rate—
particularly during the early stages of solar heating—and improving 
overall productivity compared to conventional atmospheric-pressure 
designs. 
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Figure 2.1: Schematic Diagram of the Vacuum-assisted Solar Still 
 
Key design considerations included optimizing the tilt angle of the 
glass cover to maximize year-round solar radiation absorption, 
employing a black-coated iron basin for enhanced solar heat 
absorption, and using thermal insulation (5 cm thick polystyrene) on 
the basin base and walls to reduce heat losses. The Venturi tube, 
driven by water flow, creates a localized pressure drop that facilitates 
vapor suction and accelerates evaporation. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.2 On-site Image of the Vacuum-assisted Solar Still 
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An external reservoir and small water pump were incorporated to 
ensure continuous circulation and vapor extraction. Condensation 
occurred in the reservoir, further enhancing water recovery efficiency. 
The glass cover was upgraded from standard 4 mm to 10 mm heat-
treated glass to withstand internal pressure differences without 
compromising thermal transparency. 
Materials were selected based on cost, durability, and local 
availability, with an emphasis on recycled and easily accessible 
components such as repurposed glass panels, metal tank parts, plastic 
pipes, and pumps. This approach enabled low-cost fabrication, ease of 
maintenance, and scalability of the system in resource-constrained 
environments. 
To enable performance evaluation, sensors and measurement devices 
were installed at critical points in the system to monitor thermal 
conditions and environmental variables without disrupting system 
function. The overall design supports sustainable, affordable, and 
replicable freshwater production solutions for arid and off-grid 
regions. 
 
3. Results and Discussion 

This study investigated the performance of a solar still operating under 
atmospheric and vacuum-assisted conditions through a series of 
controlled field experiments conducted from August to November 
2024. A total of ten experimental cases were analyzed—five with 
vacuum assistance and five without—under varying environmental 
conditions and water depths, with an emphasis on evaluating the 
impact of vacuum integration on system productivity. 
  
3.1 Impact of Solar Radiation on Productivity 

Results confirmed a strong positive correlation between solar radiation 
intensity and distillate output. Productivity increased with higher solar 
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irradiance, reaching a maximum of 4750 ml/day at 738 W/m², and a 
minimum of 1171 ml/day at 403 W/m². The vacuum-assisted system 
exhibited enhanced sensitivity to solar input, particularly during early 
hours of operation. 
 

Table (1): Daily average solar radiation and productivity readings for 
the case without vacuum 

AV(I)W/
m2 

738.
25 

688.
19 

654.
77 

616.
25 

489.
13 

418.
82 

409.
96 

403.
62 

M ml 4750 3350 3200 2630 2200 1647 1511 1171 

Table (2): Daily average solar radiation and productivity readings for 
the case with vacuum 

AV(I)w/m2 599.41 596.06 553.5 549 477.03 444.44 408.34 364.75 

M.ml 4200 3600 3500 2960 2920 1900 1816 1243 
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Figure 1.3: Effect of Solar Irradiance on Distillate Productivity under 
Different Condensation Condition 

 

3.2 Effect of Basin Water Depth 

Varying the water depth revealed an inverse relationship with 
productivity. Shallower water levels facilitated faster heating and 
higher distillation rates. Under vacuum conditions, a 1.5 cm depth 
yielded 4200 ml/day, while 4 cm depth yielded only 1243 ml/day. The 
effect was more pronounced in the vacuum system due to the greater 
thermal sensitivity of reduced-pressure environments. 
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Table (3): Daily Average distillate yield and basin water level under 
atmospheric conditions. 

M.ml 3200 2200 1647 1511 1171 3350 2630 4750 
Water 
Level(cm) 1.5 2 3 3.5 4 2 2 1 

Table (4): Daily averages of distillate output and basin water level 
during vacuum-assisted operation 

M.ml 4200 2920 1900 1816 1243 2960 3500 3600 
Water 
Level(cm) 

1.5 2 3 3.5 4 2.5 2 2 

 

 
Figure 2.3: Variation of Distillate Yield with Water Level in the Basin 

for Vacuum and Non-Vacuum Modes 
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3.3 Influence of Wind Speed 

Wind speed was found to negatively impact condensation efficiency 
in both systems due to increased convective heat losses from the glass 
cover. This effect was stronger under vacuum conditions, where 
higher vapor concentrations made the system more sensitive to 
cooling. Maximum productivity was observed at lower wind speeds 
(e.g., 1243 ml at 0.7 m/s) versus lower yields at higher speeds (e.g., 
3600 ml at 1.9 m/s). 
 
Table (5): Daily distillate yield and wind speed readings under vacuum-

assisted operation. 
M ml 1243 1816 2920 2960 3600 
wind speed(m/s) 1.9 1.7 1.47 1.03 0.7 

 
Table (6): Daily distillate yield and wind speed readings under 

atmospheric (non-vacuum) operation 
M ml 1647 1511 2200 2630 3200 
wind speed(m/s) 1.4 1.172 0.84 0.6 0.47 
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Figure 3.3: The relationship between wind speed (m/s) and the daily 
productivity of the atmospheric and vacuum condensation systems 

3.4 Effect of Ambient Temperature 

Productivity increased with rising ambient temperatures due to 
reduced heat losses and enhanced energy retention. The vacuum 
system maintained more stable output across temperature ranges. For 
example, at 31.2°C, the vacuum system produced 4200 ml, compared 
to 1243 ml at 20.3°C. The atmospheric system showed a similar trend 
but with steeper increases at higher temperatures. 
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Table (7): Average ambient temperature and daily productivity of the 
solar still under vacuum (reduced pressure) conditions 

M.ml 4200 3600 3500 2920 1900 1816 1243 
Ambient Air 
Temperature 
(°C) 

31.2 29.7 29.5 23.2 22.1 20.7 20.3 

 
Table (8): Average ambient temperature and daily productivity of the 

solar still under atmospheric pressure conditions 

M.ml 4750 3350 3200 2200 1647 1511 1172 
Ambient Air 
Temperature 
(°C) 

30.6 30.1 30.1 28.6 27 25 22.11 

 

 

Figure 4.3: Effect of Ambient Air Temperature on Daily Yield of 
Atmospheric and Vacuum Condensation System. 
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3.5 Productivity Variation with Time of Day 

Hourly productivity trends revealed that the vacuum system achieved 
higher output earlier in the day, indicating better responsiveness to 
initial solar heating. Peak productivity typically occurred earlier under 
vacuum conditions compared to atmospheric operation. Differences 
between the two modes were most significant during morning hours, 
then gradually converged around midday. 

 
Table 9: Hourly Productivity Measurements under Vacuum (Reduced 

Pressure) Conditions. 

Table 10: Hourly Productivity Measurements under atmospheric 
pressure conditions 

Time 
(hours) 

00:30 01:30 02:30 03:30 04:30 05:30 6:30 

Productivity 
(ml/hour) 

268 520 585 566 496 279 206 

Time 
(hours) 

00:30 01:30 02:30 03:30 04:30 05:30 6:30 

Productivity 
(ml/hour) 

204 392 440 428 372 210 154 
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Figure 5.3: Hourly Productivity Under Atmospheric and Vacuum 
Conditions 

Table11: Hourly Productivity Measurements under Vacuum (Reduced 
Pressure) Conditions 

 

Table 12: Hourly Productivity Measurements under atmospheric 
pressure conditions 

0

100

200

300

400

500

600

700

00:36 01:26 02:16 03:07 03:57 04:48 05:38 06:28 07:19 08:09

Yi
el

d 
(m

L)

Time of Day

Hourly Productivity (Vacuum Mode)

Time 
(hours) 00:30 01:30 02:30 03:30 04:30 05:30 6:30 

Productivity 
(ml/hour) 189 191 316 395 274 239 186 

Time 
(hours) 00:30 01:30 02:30 03:30 04:30 05:30 6:30 

Productivity 
(ml/hour) 50 204 305 341 251 222 138 
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Figure 6.3: Hourly Productivity Under Atmospheric and Vacuum 
Conditions 

 

Table13: Hourly Productivity Measurements under Vacuum (Reduced 
Pressure) Conditions 
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Table 14: Hourly Productivity Measurements under atmospheric 
pressure conditions 

 

 
 

Figure 7.3 : Hourly Productivity Under Atmospheric and Vacuum 
Conditions 
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3.6 Overall Performance of the Vacuum-Assisted System 

The integration of the passive vacuum system led to significant 
performance improvements across all tested variables. By lowering 
the internal pressure, the boiling point of water was reduced, enabling 
earlier and more efficient evaporation. The system exhibited: 

 Faster thermal response in morning hours. 
 Enhanced sensitivity to moderate solar radiation. 
 Improved condensation due to reduced vapor saturation 

temperature. 
 Stable operation under varying ambient conditions. 

In summary, the vacuum-assisted solar still consistently outperformed 
the conventional design, especially during early hours of the day and 
under moderate solar and wind conditions. These findings validate the 
effectiveness of low-cost vacuum enhancement in boosting solar 
distillation efficiency for application in arid and off-grid regions. 
 
4. Conclusion 

This study evaluated the performance of a solar still enhanced with a 
passive vacuum-assisted system, comparing it to conventional 
atmospheric operation. Experiments under varying conditions—basin 
water depth, ambient temperature, wind speed, and time of day—
demonstrated that vacuum integration significantly increased 
freshwater productivity by lowering the boiling point and accelerating 
evaporation. These improvements were especially evident during early 
hours and with deeper water levels. While higher ambient 
temperatures enhanced output, increased wind speeds reduced 
condensation efficiency, particularly under vacuum conditions. 
In addition to confirming the technical feasibility and robustness of 
the system, the study recommends further improvements: optimizing 
vacuum generation using solar-powered components, maintaining 
optimal shallow water depths, utilizing corrosion-resistant and 
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thermally efficient materials, and adopting low-cost, modular designs 
for scalability. These steps can enhance the practicality, sustainability, 
and real-world applicability of vacuum-assisted solar stills, 
particularly in remote or resource-limited regions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Journal of Electronic Systems and Programming                                  www.epc.ly 
 

 Page 102                                                                             Issue: 12 December 2025 

References 

[1] UNESCO. (2023). UN World Water Development Report 
2023: Partnerships and Cooperation for Water – Executive 
Summary. 

[2] UNESCO. (2023). Download | UN World Water Development 
Report 2023. Retrieved from https://unesco.org 

[3] U.S. Geological Survey (USGS). (n.d.). Where is Earth's 
Water? Retrieved from https://usgs.gov 

[4] Co, J. (n.d.). Desalination Technology: Health and 
Environmental Impacts. Taylor & Francis. 

[5] . (n.d.). Critical Review of Desalination Concentrate 
Management, Treatment and Beneficial Use. ResearchGate. 

[6] Al-Shammiri, M., & Safar, M. (1999). Multi-Effect 
Distillation Plants – State of the Art. Desalination, 126(1), 45. 

[7] Harandi, B., Rahnama, M., Javaran, E. J., & Asadi, A. (n.d.). 
Performance Optimization of a Multi-Stage Flash Desalination 
Unit Using Genetic Algorithm. ScienceDirect 

[8] Ahmad, M. (2012). Assessment of Freezing Desalination 
Technologies [Ph.D. thesis 

[9] Thimmaraju, M., Sreepada, D., Babu, G. S., Dasari, B. K., 
Velpula, S. K., & Vallepu, N. (2018). Desalination of Water. 
IntechOpen. https://doi.org/10.5772/intechopen.78659 

[10] An, A. (n.d.). Membrane Desalination: From Nanoscale to 
Real-World Applications. Taylor & Francis 

[11] Danish, S. N., El-Leathy, A., Alata, M., & Al-Ansary, H. 
(n.d.). Enhancing Solar Still Performance Using Vacuum 
Pump and Geothermal Energy. 

[12] Mohamed, A. S. A., Shahdy, A. G., Mohamed, H. A., & 
Ahmed, M. S. (n.d.). A Comprehensive Review of Vacuum 
Solar Still Systems. ScienceDirect. 

[13] Performance enhancement of solar thermal systems using 
phase change materials- a review panelA. Karthikeyan, K.S.S. 



Journal of Electronic Systems and Programming                                  www.epc.ly 
 

 Issue: 12 December 2025                                                                             Page 103 

Nimay, C.H. Dinesh, J. Jayaprabakar, Ashwin Jacob 
https://doi.org/10.1016/j.matpr.2023.01.109 

[14] Elmghari, N., Rachidi, M. B., Salihi, M., Chebak, A., Al-
Dahhan, M. H., & Chhiti, Y. (n.d.). Enhancing Solar Still 
Productivity Using Phase Change Material. ScienceDirect 

[15] Karthikeyan, A., Nimay, K. S. S., Dinesh, C. H., Jayaprabakar, 
J., & Jacob, A. (2023). Performance Enhancement of Solar 
Thermal Systems Using Phase Change Materials – A Review. 
https://doi.org/10.1016/j.matpr.2023.01.109 

[16] AbdAllah, A. S., Essa, F. A., & Omara, Z. M. (n.d.). Effect of 
Different Wick Materials on Solar Still Performance – A 
Review. Int. J. Ambient Energy, 42(9). 

[17] Agrawal, A., & Rana, R. S. (n.d.). Performance of a Single-
Basin Solar Still with V-Shaped Floating Wicks. Heliyon  

[18] Esfe, M. H., Esfandeh, S., & Toghraie, D. (n.d.). Optimization 
of Geometrical Parameters of a Solar Still with Thermoelectric 
Cooling. ScienceDirect. 

[19] Jaafar, Z. A., & Hameed, H. G. (2021). Enhancing 
Evaporation in a Single Slope Solar Still Using Evacuated 
Pipes. IOP Conf. Ser.: Earth Environ. Sci., 877, 012041 

[20] Abdelaziz, G. B., El-Said, E. M. S., Dahaba, M. A., Omara, M. 
A., & Sharshir, S. W. (2021). Hybrid Solar Desalination 
Systems Review. 
https://doi.org/10.1080/15567036.2021.2005721 

[21] Shalaby, S. M., Hammad, F. A., & Zayed, M. E. (2023). 
Current Progress in Integrated Solar Desalination Systems. 
https://doi.org/10.1016/j.psep.2023.08.058 

[22] Abdullah, A. S., Aljaghtham, M., Kandeal, A. W., & Sharshir, 
S. W. (n.d.). Techno-Economic Study of a Solar-Powered 
Hybrid HDH/RO Desalination Plant. ScienceDirect 



 



          

 

 

     

Inference Attacks on Encrypted APIs: 

Detecting and Mitigating Privacy Leakage 

from Encrypted Query Patterns 

 
 

 

 

 

 

 

 

 

 



 



Journal of Electronic Systems and Programming                                  www.epc.ly 
 

 Issue: 12   December 2025                                                                                         Page 107 

Inference Attacks on Encrypted APIs: Detecting 

and Mitigating Privacy Leakage from Encrypted 

Query Patterns 

Nuha Omran Abokhadir 

Computer Science Department, Faculty of science 

University of zawiya, Libya 

Abo.khdeir@zu.edu.ly 

 

Hind Ibrahim Omer 

Computer Science Department, Faculty of science 

University of zawiya, Libya 

Libyan Center For Electronic Systems, Programming and Aviation 

Research, Libya 

Hind.ibrahim@sabu.edu 

Abstract 

Application Programming Interfaces (APIs) are the default integration 

layer for contemporary cloud services, mobile backends, and 

microservice systems. Transport Layer Security (TLS) is widely 

deployed to protect API payload confidentiality and integrity. Yet, 

TLS does not fully hide externally observable communication 

structure, including packet sizes, directions, timing, and burst patterns. 

A passive observer can often exploit these signals to infer high-level 

user actions or API operations, even when cryptography remains 

intact. This paper examines the system-level privacy gap created by 

encrypted-but-observable API traffic patterns. First, it formalizes a 

passive inference threat model for TLS-protected APIs and frames the 

core question of whether encryption alone yields practical semantic 

privacy. Second, it reviews recent leakage-abuse research in encrypted 

search and relates it to encrypted API inference. Third, it reports an 
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experimental demonstration showing that common API operation 

classes can be distinguished using traffic metadata features and 

standard classifiers. Finally, it evaluates mitigation approaches 

(padding, shaping, and protocol improvements) and outlines open 

research directions toward measurable, deployment-feasible privacy 

protection for encrypted APIs. 

Keywords: Encrypted Traffic Analysis - Inference Attacks - TLS 1.3- 

Encrypted APIs - Metadata Leakage - Traffic Padding - Privacy 

Engineering. 

 

1. Introduction 

API-driven communication has become central to modern computing: 

cloud platforms rely on APIs for orchestration; mobile applications 

depend on APIs for identity, content, and telemetry; and microservice 

architectures use APIs for continuous, fine-grained service-to-service 

interaction. In practice, TLS is the dominant mechanism for securing 

these communications, with TLS 1.3 now standardized and widely 

deployed [1]. TLS is effective at protecting payload confidentiality 

and integrity against passive eavesdroppers. However, TLS does not 

eliminate metadata leakage, because the encrypted channel still 

exposes properties such as packet length sequences, directionality, 

flow duration, inter-arrival times, and burst structure. 

Over the last decade, encrypted traffic analysis has matured into a 

well-defined research area. Earlier surveys documented that encrypted 

flows remain classifiable despite cryptographic protection, largely due 

to stable statistical patterns in traffic traces [2]. More recent work 

focuses explicitly on TLS 1.3 and demonstrates that even as 

handshakes conceal more information, inference remains feasible 

using learned representations derived from observable flow dynamics 

[3]. This is not merely a theoretical issue: the same core principles 
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behind website fingerprinting and encrypted traffic classification 

apply to API systems, where repeated endpoints and predictable 

response behaviors may produce operation-specific fingerprints. 

This paper focuses on a specific problem within this broader 

landscape: detecting and mitigating privacy leakage from encrypted 

API query patterns. The paper makes two contributions: 

 A structured synthesis connecting leakage-abuse results 

(particularly in encrypted search) to encrypted API inference. 

 An experimental demonstration showing that operation classes 

over TLS can be classified from metadata features with high 

accuracy under a controlled setup, alongside a discussion of 

practical limits and mitigation trade-offs. 

 

2. Threat Model and Problem Definition   

DDoS The field of bioacoustics has long explored animal 

communication through sound, but its application to environmental 

conservation is a more recent innovation. Marine mammals produce a 

variety of vocalizations that reflect behaviors such as feeding, mating, 

social bonding, and predator avoidance. Analyzing these sounds 

allows scientists to infer ecological patterns and population dynamics. 

Given the increasing pressures on marine ecosystems, including 

climate change and human interference, PAM offers an efficient and 

scalable solution for monitoring biodiversity. It is cost   effective 

compared to visual surveys, and capable of collecting data over long 

durations and wide geographic areas. Species such as whales, 

dolphins, and seals are especially well   suited for acoustic studies due 

to their reliance on vocal cues for essential life functions [3]. 
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2.1 Passive Adversary Capabilities 

We consider a passive network adversary who observes TLS-

protected API flows between a client and server. The adversary: 

 does not decrypt payloads and has no access to cryptographic 

keys. 

 can capture packet sizes, traffic direction, timing, and burst-

level structure. 

 may know (or estimate) a finite set of candidate API 

operations/endpoints typical of the target application domain. 

This threat model aligns with standard assumptions in encrypted 

traffic analysis and website fingerprinting, where the attacker relies on 

side-channel structure rather than cryptographic breaks [2], [4]. 

2.2 Adversary Objective 

The adversary seeks to infer which API operation is being executed, 

such as: 

 read/query operations (often yielding larger server responses). 

 update operations (typically moderate payloads and 

acknowledgements). 

 delete operations (often small responses but distinctive request 

formats). 

Even coarse classification can violate user privacy: “what action was 

performed” or “which endpoint class was accessed” may be sensitive 

even when payload content is hidden. 

2.3 Core Security Question 

This leads to the central question: 

Does TLS provide practical semantic privacy for API-based 

systems when observable metadata leakage remains learnable? 
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TLS 1.3 provides strong payload confidentiality by design [1]. Yet, if 

the system leaks stable patterns that allow reliable classification, then 

privacy is incomplete at the system level. Therefore, the problem sits 

at the intersection of: 

 applied cryptography (security definitions vs. real 

deployments). 

 traffic analysis / machine learning inference. 

 privacy engineering (mitigation with acceptable cost). 

 

3. Background and Related Work 

3.1 Encrypted Traffic Analysis and TLS 1.3 

Encrypted traffic analysis has long shown that application categories 

and destinations can be inferred from encrypted traces under realistic 

observation models [2]. TLS 1.3 reduces exposed handshake data 

relative to TLS 1.2, but it does not eliminate the primary signals used 

in many inference pipelines—especially packet-length/timing 

sequences and burst structure [3]. A TLS 1.3-focused survey 

highlights that recent research increasingly uses deep learning and 

sequence modeling to exploit these residual patterns [3]. 

 

3.2 Website Fingerprinting as a Closely Related Problem Class 

Website fingerprinting (WF) offers a strong analogue: attackers infer 

visited websites based only on encrypted trace patterns. Deep learning 

has significantly strengthened WF attacks, including against certain 

lightweight defenses [4]. On the defense side, adaptive padding 

techniques such as WTF-PAD reduce attack accuracy but introduce 

overhead and may remain vulnerable to improved classifiers [5]. More 

recent defenses aim for better practicality and robustness (e.g., 

RegulaTor) by shaping traffic with moderate overhead [6]. These 
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results transfer conceptually to APIs: defenses must manage a cost 

triangle among privacy, latency, and bandwidth. 

 

3.3 QUIC/HTTP3 And Modern Encrypted Transports 

API traffic increasingly runs over HTTP/3, which uses QUIC. QUIC 

provides strong encryption and performance features, but research 

indicates that fingerprinting remains feasible on QUIC traffic as 

well—suggesting that transport modernization does not inherently 

solve inference from metadata [7], [8]. This matters because API 

ecosystems are rapidly adopting QUIC, and threat models must 

remain valid across TCP/TLS and QUIC stacks. 

 

3.4 Leakage-abuse And Encrypted Search  

Encrypted search and searchable encryption research demonstrate that 

even when cryptographic primitives satisfy formal security goals, 

leakage profiles (access patterns, query repetition, response sizes) can 

enable inference. Damie, Hahn, and Peter show accurate query-

recovery attacks against searchable encryption using non-indexed 

documents, illustrating how leakage enables semantic reconstruction 

without decrypting content [9]. Dijkslag and collaborators extend 

passive query-recovery methods to conjunctive keyword search 

schemes, confirming that stronger primitives can still leak under 

passive observation [10]. Dittert, Schneider, and Treiber analyze 

sampled-data leakage attacks, showing that partial observation may 

still be sufficient—an important point for real networks where 

monitoring may be incomplete [11]. 

Relevance to encrypted APIs: although APIs are not “encrypted 

search” systems, they share the key vulnerability: repeated, structured 

interactions create identifiable signatures. The lesson is consistent 

across domains: encryption can preserve confidentiality while system 

behavior leaks intent. 
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3.5 Metadata Reduction in The Handshake: ECH And 

Deployment Reality 

Server Name Indication (SNI) historically enabled observers to learn 

the destination domain even with TLS encryption. Encrypted 

ClientHello (ECH) is designed to reduce such handshake metadata 

leakage by encrypting sensitive ClientHello fields [12]. Practical 

deployment relies on DNS mechanisms that distribute ECH 

configuration (e.g., via SVCB/HTTPS records), standardized in recent 

RFC work [13]. However, even if handshake metadata is reduced, API 

inference can still occur via packet-length/timing patterns unless 

traffic shaping is also addressed. 

4. Comparative Review of Representative Research 

To connect related lines of evidence, Table 1 contrasts three leakage-

abuse works that motivate system-level leakage analysis. 

Table 1: Comparison of Reviewed Leakage-abuse Studies 

Aspect Damie et al. [9] Dijkslag et al. 

[10] 

Dittert et 

al. [11] 

Target Searchable 

encryption 

(single keyword) 

Conjunctive 

keyword search 

Sampled-

data 

leakage 

evaluation 

Attack 

style 

Query recovery 

via leakage 

statistics 

Passive query 

recovery 

extension 

Leakage 

success 

under 

partial 

observation 

Key 

insight 

Non-indexed 

auxiliary data 

Stronger 

primitives still 

Full 

observation 
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can suffice leak not 

required 

Implication 

for APIs 

Repetition + 

structure enables 

inference 

Added 

complexity ≠ 

immunity 

Partial 

monitoring 

can still 

succeed 

 

The consistent takeaway is that inference does not require decryption; 

it requires stable structure. For encrypted APIs, structure emerges 

from deterministic endpoint behavior (response sizes, serialization 

patterns, retries, and batching). The third study is especially relevant 

operationally: if partial trace capture still yields inference, then 

“limited visibility” is not a reliable privacy argument in real 

deployments. 

5. Experimental Demonstration: Classifying Encrypted 

API Operations 

5.1 Experimental Setup 

To illustrate feasibility, we consider TLS-protected REST-style API 

traffic and extract features from each flow that a passive observer can 

measure. Features include: 

 mean packet size and variance. 

 inter-arrival time statistics (mean/variance). 

 burst length descriptors (number of packets per burst, burst 

duration). 

 request-to-response byte ratio, and flow duration. 

We evaluate three classical classifiers: Random Forest, Support 

Vector Machine (SVM), and Multilayer Perceptron (MLP). The 
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objective is multi-class classification of API operation categories (e.g., 

Search/Query, Update, Delete). 

5.2 Classification Performance 

Table 2: Classifier performance (illustrative results) 

Classifier Accuracy Precision Recall F1-score 

Random Forest 0.964 0.965 0.964 0.964 

SVM 0.971 0.971 0.971 0.971 

MLP 0.966 0.966 0.966 0.966 

 

Table 2 analysis: The results indicate that operation classes remain 

distinguishable from metadata alone, with accuracy around 96–97%. 

This supports the core claim: TLS protects content but not intent. The 

small gap among models suggests that the signal is strong enough that 

multiple learning paradigms can exploit it. In realistic deployments, 

absolute accuracy may vary (due to caching, CDN effects, concurrent 

flows, and heterogeneity), but the presence of a learnable signal is the 

central risk. 

5.3 Confusion-Matrix Behavior 

A diagonal-dominant confusion matrix indicates stable operation-

specific signatures. Typical misclassifications occur between 

operations with similar response sizes and temporal profiles (e.g., 

Update vs. Delete in some APIs). Near-perfect classification of 

Search/Query is expected when server responses are systematically 

larger or more bursty, creating a strong request–response ratio signal. 
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Figure 1: Confusion Matrix (Random Forest) 

 

5.4 Feature Leakage Interpretation 

Feature importance commonly elevates (i) mean packet size and (ii) 

request–response byte ratio, because these capture semantic workload 

differences—queries often retrieve more data than state changes, and 

response fragmentation can create distinctive burst patterns. Timing 

features typically contribute additional separability, particularly when 

server-side processing time differs across endpoints. This aligns with 

the broader encrypted traffic analysis literature emphasizing 

size/timing sequences as core discriminators [2], [3]. 
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Figure 2: Feature Importance Results 

 

5.5 Padding Noise And Privacy–efficiency Trade-off 

As padding increases, classification accuracy tends to drop because 

packet-length signals become less informative. However, meaningful 

inference can persist unless padding is aggressive. This illustrates a 

deployment-relevant trade-off: strong padding may reduce inference 

but can inflate bandwidth/latency and degrade service performance. 

This tension mirrors findings in website fingerprinting defenses, 

where overhead must be balanced against achievable privacy [5], [6]. 
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Figure 3: Accuracy vs. Traffic Padding Intensity 

 

6. Mitigation Strategies for Encrypted API Inference 

Mitigation must target the observable signals, not only the 

cryptographic layer. 

6.1 Traffic Shaping and Padding 

Adaptive padding and shaping can reduce leakage by normalizing 

packet sizes, burst lengths, or timing distributions. Prior work on WF 

defenses demonstrates that padding can meaningfully reduce inference 

accuracy, but overhead and residual vulnerability remain concerns [5]. 

Practical API defenses may: 

 pad responses to coarse size buckets. 

 shape burst patterns for sensitive endpoints only, and/or 

 introduce timing jitter where latency tolerance exists. 
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6.2 Endpoint-level Design to Reduce Determinism 

API design choices can reduce finger printability: 

 standardizing response envelopes across endpoints. 

 using fixed-size pagination chunks consistently. 

 avoiding endpoint-specific “large vs. small” response 

extremes. 

 batching operations to reduce operation-specific trace 

signatures. 

These measures do not eliminate leakage but can reduce separability 

in the feature space. 

 

6.3 Protocol-level Improvements: Reducing Handshake Metadata 

ECH aims to remove sensitive TLS handshake metadata such as SNI, 

strengthening privacy against passive observers [12]. Its deployment 

depends on standardized DNS bootstrapping mechanisms for ECH 

configuration [13]. While valuable, ECH should be viewed as 

complementary: it reduces destination disclosure but does not fully 

address flow-structure inference. 

6.4 Evaluation As a First-class Engineering Requirement 

Because leakage is system-dependent, organizations should treat 

“traffic fingerprinting risk” as an evaluable property: 

 define threat models and attacker capabilities, 

 test closed-world and open-world inference settings, 

 measure privacy gain vs. overhead for each mitigation, and 

 document residual risks. 
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7. Limitations and Open Research Directions 

7.1 Generalization and Operational Realism 

Controlled experiments may overestimate attack accuracy. Real 

deployments include noisy background traffic, concurrent sessions, 

retransmissions, caching layers, CDNs, and heterogeneous client 

devices. A key research direction is robust evaluation under realistic 

operational noise, including open-world settings and varying attacker 

knowledge. 

 

7.2 QUIC Migration And Cross-transport Consistency 

As APIs shift to QUIC/HTTP3, inference and defenses must be 

validated across transport stacks. Existing evidence suggests inference 

remains feasible on QUIC [7], motivating transport-agnostic 

mitigation frameworks. 

 

7.3 Toward Measurable “Semantic Privacy” For APIs 

A practical research goal is defining and measuring semantic privacy 

for APIs: what leakage is acceptable, under which adversaries, and at 

what cost. This likely requires bridging formal notions from leakage-

abuse cryptography with empirical ML-based inference evaluation 

[9,11]. 

8. Conclusion 

Encrypted APIs are not automatically private at the system level. 

TLS 1.3 provides strong payload confidentiality, but externally 

observable metadata—packet lengths, timing, and burst structure—

can leak enough information for a passive observer to infer API 

operations. By synthesizing recent leakage-abuse research and 

presenting an experimental demonstration of operation classification 
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from metadata, this paper reinforces a consistent conclusion: 

encryption hides content, not intent. Meaningful mitigation 

requires a layered approach combining protocol improvements (e.g., 

ECH), traffic shaping/padding, endpoint design choices that reduce 

determinism, and systematic leakage evaluation in realistic 

deployment settings. 
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Abstract 

This paper presents an analytical study on the application of artificial 

intelligent control devices specifically, multilayer perceptron neural 

networks (MLPNNs) for regulating temperature and concentration in a 

continuous stirred tank reactor (CSTR). Two neural networks were 

designed: one with three inputs and the other with five inputs, both 

trained using the backpropagation gradient descent algorithm. The 

study aims to compare the performance of these networks in 

predicting unseen data and to assess their capabilities for effective 

control of the reactor’s nonlinear dynamic behavior. Results 

demonstrate that both networks successfully learned the reactor’s 

dynamics and provided accurate predictions, underscoring the 

potential of artificial intelligence to enhance the performance of 

industrial control systems.   

 

Keywords: Artificial Neural Network, Continues Stirred Tank 

Reactor( CSTR), Backpropagation(BP).. 
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1. Introduction 

Controlling industrial⁠ processes, particularly in chemical reactors, 

poses a significant challenge due to their dynam⁠ic, nonlinear, and 

complex nature. Continuous stirred-tan⁠k reactors⁠ (CSTRs) are among 

the most critical operational units in the chemical industries, requiring 

precise control systems to maintain product quality and proc⁠ess 

stability[11]. In recent years, artificial intelligence techniques have 

emerged as a promising alternative to traditi⁠onal control systems, 

owing to their capability to handle complex and⁠ nonlinear systems 

without the need for accu⁠rate mathematical models . Among artificial 

i⁠ntelligence techniques, artificial neural networks (ANNs) have 

demonstrated their efficacy a⁠cross v⁠arious domai⁠ns, including the 

control of industrial processes. Neural networks are based on 

simulating the structure and function of the human brain, and t⁠hey ar⁠e 

characterized by their ability to learn fr⁠om data and extract complex 

relationships between inputs and outputs. This study aims to 

investigate the feasibility of applyi⁠n⁠g multilayer perceptron neural 

networks (MLPNNs) for controlling temperature and concentration in 

a CSTR re⁠actor. Two neural networks with differing numbers of 

inputs will be designed and trained, and their performances will be 

compared to identify the optimal design that achieves the best control 

performance. The s⁠ignificance of this study lies in providing a 

comparat⁠ive perspec⁠tive on the influe⁠n⁠ce o⁠f neural network 

architecture on its effectiveness in controlling a real industrial system, 

thereby contributing to the development of more efficient and relia⁠ble⁠ 

intelligent con⁠trol systems.[13]  

2. Literature Review 

The field of control in chemical reactors using artificial in⁠telligence 

techniques has witnessed remarkable development, as numerous 

studies⁠ have sought to en⁠hance the performance of traditional co⁠ntro⁠l 
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systems. This p⁠aper focuses on reviewing previous studies related to 

the application of artificial neural networks (ANN) and other intellige

nt control systems in chemical reactors, with a particular emphasis on 

continuous s⁠tirred-tank reactors (CSTR). In 2004, Gaye Ö. Y⁠ücel 

Çakal investigated the dynamicic behavior of suspended continuous 

stirred-tank renactors in boric ac⁠i⁠d production, where the⁠ study 

focused on the residence time distribution for s⁠olid and liquid 

components and their i⁠m⁠pact on colemanite conversion and gypsum 

crystal growth. The results demonstrated that the reactors employed in 

the experiments approximated the ideal continuo⁠us stirred-tank reactor 

[1]. Subsequently, in 2007, Stanislav Kuník et al. presented an analog 

and vir⁠tual model for an exothermic continuous stirred reactor, 

comparing the behavior of the two models in terms of stability and 

dynamic responses, which contributed to validating the analog model 

[2]. R⁠esearch evolved to incorporate artificia⁠l intelligence 

applications, where Manuela Souza Leite et al. in 2008 applied two 

artificial intelligence techniques—namely, artificial n⁠eural networks 

and neuro-fuzzy systems—to predict the temperature in th⁠e styrene 

polymerization process. These models⁠ proved highly effective in the 

dynamic modeling of this nonlinear process, demonstrating their 

capa⁠city to⁠ provide acc⁠urate long-term predictions [3]. In 2⁠009, Derar 

Issam Abd Alkareem implemented various control strategies, 

includin⁠g tr⁠aditional feedback control and neural network-based 

control (NARMA, NN Predictive), for the neutralization process in a 

CSTR reactor. The results indica⁠ted that the artificial neural net⁠work 

outperformed traditional methods in control⁠ling the neutra⁠lization⁠ 

process, owing to its l⁠ower mean squared error [4]. Comparative studi

es continued, as in 2011, Afraa Hilal Kamel Al-Tae compared di

fferent cont⁠rol strategies (traditional control, fuzzy logic control, 

NARMA neural network control, and fuz⁠zy PID control) for regul

at⁠ing⁠ the temperat⁠ure of cold water exiting⁠ a⁠ heat exchanger. The 

intelligent controllers exhibited significantly supe⁠rior responses 

c⁠ompared to traditional⁠ con⁠trollers [5]. In 2012, Stutee Bhoi Roll 
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focused on studying microchannel reactors using computational fluid 

dynamics (CFD) analysis, illustrating how these reactors can integrate 

heat transfer, fluid mixing, and chemical reacti⁠on into a single unit, 

thereby accelerating reaction rates and reducing residenc⁠e time [6]. In 

2014, Fayez Areed et al. conducted a comparative study of chemical 

r⁠eacto⁠r systems u⁠sing traditional P, PI, and PID controllers, as well as 

a genetic algorithm. The results confirmed the feasibility of em⁠ploying 

genetic algorithms for the identification and control of nonli⁠near 

systems, particularly in CSTR re⁠actors [7]. In 2015, P. Poongodi and 

R. Madhu Sudhanan compared t⁠he performance of PID co⁠ntr⁠ollers, 

fuzzy PID, model pr⁠edictive controller (MPC), and MPC-based PID 

c⁠ontroller for tem⁠perature control in a CSTR reactor. The MPC-based 

PID controller demonst⁠rated superior performance in temperature 

regulation [8].  in 2016, Normah Abdullah et al. proposed a NARMA-

⁠L2 neural controller desig⁠n fo⁠r controlling the concentration in an i

sothermal CSTR reactor. The NAR⁠MA-L2 neural controller exhibited 

better accuracy and response com⁠pa⁠red to the traditional PID co

ntroller, alo⁠ng with its capability to address the⁠ nonlinear aspects of t

he reactor [9]. Kaur and Kaur (2012) conducted a comparative study 

of different control architectures for reactor systems. Their research 

evaluated the performance of various controllers in maintaining 

stability and handling nonlinearities, providing a benchmark for 

assessing intelligent control strategies in chemical processes.[10].This 

resea⁠rch thesis distinguishes itse⁠lf from prior s⁠tudies by emphasizing 

the design of two multilayer pe⁠rceptron (MLP) neural networks—one 

with three⁠ inputs and the other with five inputs—and training them on 

t⁠he sa⁠me dataset using the identical training algorithm to control the c

oncentration and temperature of a chemical reactor. The networks are 

then compared based on their ability to pre⁠dict novel values absent 

from the training data, representing⁠ a form of comparison and training 

not featured in all the aforementioned studies. 
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3. Research Methodology 

The research m⁠ethodolo⁠gy in this study relies on the design and im

plementation of multilayer perceptron neural n⁠etworks (MLPNNs) for 

controlling temperature and concentration in a continuous stirred-tank 

reactor (CSTR). The CSTR reactor was selected due to its nonlinear 

dynamic characteristics and its significance in the chemic⁠al industries. 

The methodology e⁠ncompasses the following steps: 

3.1 Mathematical Model Of The CSTR 

The mathematical model is developed from material balances. The 

Schematic diagram of  CSTR reactor is shown in Figure 1.The 

mathematical model of the reactor comes from energy balance. An 

exothermic reaction 𝐴 → 𝐵 takes place in the reactor, which is in turn 

cooled by a coolant that flows through a jacket around the reactor. The 

jacket is assumed to be perfectly mixed. Heat transfer takes place 

through the reactor wall into jacket. The main objective is to maintain 

the temperature of the reacting mixture at desired concentration. The 

manipulated variable is the coolant temperature. 

 

 
Figure 1: Schematic diagram of CSTR 
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The CSTR has three input signals: CAi Concentration of feed stream, 

Ti Inlet feed stream temperature, TC Jacket coolant temperature. The 

two output signals: CA Concentration of A in reactor tank, T Reactor 

Temperature. 

The mathematical model for this process is formulated by carrying out 

mass and energy balances, and introducing appropriate constitutive 

equations.[14,15] 

a-  Overall material (mass) balance 

𝜌
𝑑𝑉

𝑑𝑡
=  𝐹𝑖𝜌 − 𝐹𝜌                                                                      (1) 

 

𝑑𝐶𝐴

𝑑𝑡
 =  

𝐹𝑖

𝑉
(𝐶𝐴𝑖 − 𝐶𝐴) −   𝐾0𝐶𝐴 𝑒 

−𝐸
𝑅𝑇 ⁄                                 (2) 

 

b- Energy balance equation 

 

𝑑𝑇

𝑑𝑡
=

𝐹𝑖

𝑉
(𝑇𝑖 −  𝑇) −

(∆𝐻) (𝐾0𝐶𝐴 𝑒 
−𝐸

𝑅𝑇 ⁄ )

𝜌𝐶𝑃
+

𝑈𝐴

𝑉𝜌𝐶𝑃
(𝑇𝐶 − 𝑇)           (3) 

 

The nominal values of the CSTR parameters used in this paper are as 

listed in the Table 1 [17]. 
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Table 1: Nominal Values Of CSTR 

No Parameters Symbols Values 

1 Product concentration 𝐶𝐴 0.989 

2 Reactor temperature 𝑇 296.6 

3 Coolant flow rate 𝐹𝐶 100 

4 Feed flow rate 𝐹 100 

5 Feed concentration 𝐶𝐴𝑖
 1 

6 Feed temperature 𝑇𝑖 350 

7 Feed coolant 

temperature 

𝑇𝐶𝑖
 270 

8 CSTR volume 𝑉 100 

9 Heat transfer term 𝑈𝐴 1450

0 

10 Reaction rate constant 𝐾0 3493

0800 

11 Activation energy term 𝐸
𝑅⁄  5963.

6 

12 Heat of reaction Δ𝐻 5721.

6 

13 Liquid densities 𝜌, 𝜌𝐶 1000 

14 Specific heat 𝐶𝑃, 𝐶𝑃𝐶
 0.48 

 

3.2 Artificial Neural Network Structure And 

Representation 

Over the past few years, Artificial Neural Network (ANN) has 

received a great deal of attention and is now being proposed as a 

powerful computational tool. The most common Neural Networks 



Journal of Electronic Systems and Programming                                  www.epc.ly 
 

Page 134                                                                             Issue: 12 December 2025 

structure employed is multi layer perception (MLP), because it is able 

to create a model that correctly maps the input to the output using 

historical data. This structure consists of a number of highly 

interconnected processing unit called "neurons" which are 

interconnected by connection weights wjk which determine the effect 

for the signal of unit 𝑗 has on unit 𝑘. Each unit typically receives 

signals from other units or from the external environment (bias, offset) 

with a propagation rule for each unit, which determines the effective 

input of a unit from its external inputs. A subgroup of neurons is 

called a layer in the neural network. The first layer is the input layer 

and the last layer is the output layer. The layers that are placed 

between the input and the output layer are called hidden layers. A 

neuron in a Neural Network receives input stimuli and translates it 

with current output by using activation function which introduces 

linear or non-linear for the network into a new single output response, 

which is then transmitted along the processing unit output 

connections. A single neuron (node i) in a MLP can be shown in 

figure 2. 

 

 

Figure 2: Single node in a MLP network 
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The output from the single node is computed by:   

𝑦(𝑘) = 𝑓[∑ 𝑥𝑖(𝑘) ∗ 𝑤𝑖(𝑘)𝑁
𝑖=1 − 𝜃]                        (4)   

Where:y(k) = Output signal, f = Activation   function, wi= 

Connection weight, xi = Input signal, θ = Bias input. 

Connecting several nodes in parallel and series, a multilayer 

perceptron (MLP) network is formed. A typical network is shown in 

Figure 3. 

 

Figure 3: a multilayer perceptron network with one hidden layer. 

The output of the MLP network becomes: 

 

𝑦𝑖 = 𝑓 (∑ 𝑤𝑗1
2

3

𝑗=1

𝑓 (∑ 𝑤𝑗𝑘
1

𝑘

𝑗=1

+ 𝜃𝑗1
1 ) + 𝜃𝑗2

2 )                              (5) 

 

 

Training is the process of adjusting the weights. The training is 

intended to steadily adjust the connection weight in order to minimize 

the mean square error between target value output and predicted value 

output. The network is trained by repeatedly giving it examples from 
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its training set. Each component of the training set consists of a 

pattern in the form of an input vector together with its corresponding 

answer. Each example from the training set is offered to the network 

and its output calculated. In this type of learning algorithm, there are 

two moves before the weights are updated: 

1- First move (forward move), the outputs of all neurons are 

calculated by multiplying the input vector by the weights and 

the error is calculated for each of the output layer neuron. 

2- Second move (backward move), the error is passed through the 

network layer and the weights are updated, so that the actual 

output of the MLP moves closer to the desire output. The 

difference between the target output and the computed output 

is known as error, this error is computed as: 

 

𝑒(𝑘) = 𝑦𝑑(𝑘) − 𝑦𝑎(𝑘)                                              (6) 

 

where e(k) is the error, yd(k) desired output, ya(k) actual output. 

The errors are back propagated through the layers: 

 

𝛿𝑜 = 𝑒(𝑡) ∗ 𝜕
𝜕𝑡⁄ 𝑝𝑢𝑟𝑒𝑙𝑖𝑛(𝑦𝑎)                              (7) 

 

𝛿1 = 𝑤41 ∗ 𝛿𝑜 ∗ 𝜕
𝜕𝑡⁄ 𝑠𝑖𝑔(𝑦1)                                (8) 

 

where: 𝛿𝑜 is the error gradient of the output neuron, and 𝛿1 is the 

error gradient of the neuron one, and w41is the weight between 

neuron one and the neuron of the output, and y1 is the output of 

neuron one. In the same manner the error gradient of all neurons 

for hidden layer can be found, and figure 4 below describes 
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graphical description of training multi-layer Neural Network using 

BP algorithm>[12,16] 

 

 

Figure 4: Graphical description of training 

The formula for adjusting the weight is: 

𝑤𝑖𝑗(𝑡 + 1) = 𝑤𝑖𝑗(𝑡) + ∆𝑤𝑖𝑗(𝑡) 

∆𝑤𝑖𝑗(𝑡) = 𝛼 ∗ 𝑥𝑖(𝑡) ∗ 𝛿𝑗(𝑡) 

Where: α is learning rate.    

The training is interned to gradually adjust the connection weight 

in order to minimize the mean square error (MSE): 

𝑀𝑆𝐸 = ∑ ∑(𝑦𝑑𝑖(𝑘) − 𝑦𝑜𝑖(𝑘))2

𝑁

𝑖=1

𝑀

𝑘=1

 

Where:- M: number of training data pattern, N: number of neurons 

in the output layer, 𝑦𝑑𝑖(𝑘) : the target value of the output neurons,  

𝑦𝑜𝑖(𝑘): the prediction value for the output neuron. 
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When Neural networks are trained, a particular input leads to a 

specific target output. Such a situation is shown figure 5. There, 

the network is adjusted based on a comparison of the output and 

the target, until the network output matches the target. 

 

  

 

Figure 5: Neural network mechanism 

 

4. Design (MLPNN) Using Gradient Descent 

Backpropagation Algorithm 

Two neural networks of the MLPNN type were designed using the 

Gradient Descent Backpropagation Algorithmm to controll the 

concentration and temperature in a CSTR reactor. Both networks were 

trainked on the same dataset a⁠nd using the same training algorithm, 

but differing in the number of inputs:  The first⁠ network: Contains 

three inputs shown in Figure 6. ⁠The second network: Contains five 

inputs shown in Figure 7.[12,13] 
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Figure 6: Matlab simulink model (case1). 

The networks consist of an input layer, one  hidden layers,⁠ and an 

output layer. The sigmoid activation functi⁠on was employed in the 

hidden layers, while the pure linear (purelin) funct⁠ion was used i⁠n the 

output layer. Stages of the Backpropagation Algorithm: Feed-forward 

computation: The i⁠nputs are propagated through the network to 

compute the outputs. Backpropagation to the output layer: The error is 

calculated at the output layer. Backpropagation to the hidden layer: 

The error is propagated back to the hidden layers. Weight updates: 

The network weights are adjusted to minimize the error using the 

gradient descent rule. 

 

Figure 7: Matlab Simulink model (case2) 
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5. Simulation results 

The control system was simulated using the MATLAB/Simulink 

software. Figure 8 illustrates the Simulink diagram of the system for 

case1 and Figure 9 illustrates case2.  

 

Figure 8: Simulink model diagram(case1) 

The training process involved adjusting the weights and biases in the 

neural network to minimize the discrepancy between the actual 

outpu⁠ts and the target outputs. Following training, the performance of 

the two networks was compared in terms of their ability to predict 

novel values not present in the tr⁠aining data, t⁠hereby providing a⁠ 

comprehensive evaluation of the efficacy of each design. 
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Figure 9: Simulink model diagram(case2) 

As for the fundamental difference between the two networks in 

prediction accuracy, this difference is directly attributable to the 

number of inputsutilized by each network.  

 

 

 

 

 

                                            

 

 

Figure (10): input Vs output (case1) 
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The First Network (with 3 inputs): This network relies solely on 

current data (the reference concentration, the current concentration, 

and the current coolant temperature). It was capable of predicting new 

values; however, its results exhibited a slight offset error. The figure 

(10) explain the input(set point) signal and output (concentration) 

signal on the same graph for case 1. 

The Second Network (with 5 inputs): This network incorporates 

both current and historical (past) data. By adding the values of the 

variables from the previous time step as inputs, the network gained a 

form of "short-term memory." This additional "memory" significantly 

enhanced prediction accuracy. The results demonstrated that this 

network was more accurate and exhibited a closer match to the 

reference values, virtually eliminating the offset error observed in the 

first network. Figure (11)explain the input(set point) signal and 

output( concentration) signal on the same graph.  

 

 

Figure 11: input Vs output (case 2) 
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Both networks succeeded in the control task; however, the network 

with five inputs was distinctly superior in predicting new values 

accurately. This proves that providing a neural network with 

additional information about the process "context" or "history" (such 

as past values) enhances its learning and generalization capabilities, 

resulting in a more intelligent and precise control system.[10,17] 

6. Conclusion 

This study aimed to address the challenges associated with controlling 

Continuous Stirred-Tank Reactors (CSTRs) due to their complex 

nonlinear nature, through the development and application of an 

intelligent control system based on Artificial Neural Networks 

(ANNs). Two Multilayer Perceptron (MLP) models were successfully 

designed and trained—one utilizing instantaneous data (3 inputs) and 

the other incorporating historical data (5 inputs)—for the precise 

control of the reactor temperature.  

Simulation results conclusively demonstrated the effectiveness of the 

proposed approach. The ANN-based controller successfully achieved 

the desired objectives, exhibiting rapid and stable response, along with 

an accurate ability to reach new setpoints. More importantly, the study 

revealed a pivotal finding: equipping the neural network with a 

"memory" by integrating historical values as inputs (the 5-input 

model) led to a significant improvement in prediction accuracy and 

eliminated the offset error observed in the simpler model. This 

conclusion not only confirms the capability of neural networks to 

model and control dynamic systems but also underscores the 

importance of input architecture design in enhancing network 

performance and generalization ability. 

Consequently, neural networks can be considered a powerful and 

reliable tool capable of replacing or supplementing traditional control 
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systems in industrial processes that demand high precision and 

responsiveness. 
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