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Welcome to the second issue of the Journal of Electronic Systems and 

Programming (JESP). As anticipated, we are pleased to report that our 

first issue received a wonderful reception. It  is  indication  that  JESP 

is  a  step  closer  to  being  recognized as the one of the most useful 

journal for dissemination of high-quality research within the academic  

community. With this in mind, it is our pleasure to announce the 

publication of the second issue of the JESP. 

As the official publication of Electronic Systems and Programming 

Center (EPC), the  JESP aims to provide a platform for both 

researchers from inside and outside the center to share their novel 

results and latest developments, and also to seek better understanding 

of the current situation on research related to the area of contributions 

of EPC. 

Finally, we thank our editorial board team, reviewers and authors for 

their fundamental contribution to the second release of the Journal. 

We still hope authors could consider JESP to be a place where to 

publish their work. 

 

Dr. Khari A. Armih 

   Editor-in-Chief 
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Abstract 

The prediction of wheel wear is still a great challenge for railway 
systems. This work examines the effect of radial basis function neural 
network (RBFNN) parameters such as spread, goal, maximum number 
of neurons, and number of neurons to add between displays on wheel 
wear prediction. VAMPIRE vehicle dynamic software was used to 
produce the vehicle performance data to train, validate, and test the 
neural network. The wheel wear was calculated using an energy 
dissipation approach and contact position on straight track. The neural 
network simulation results were implemented using the Matlab 
program. The percentage error for wheel wear prediction was 
calculated. Also, the accuracy of wheel wear prediction using the 
neural network was investigated and assessed in terms of mean 
absolute percentage error (MAPE). The results reveal that the railway 
wheel wear prediction using neural network is dependent on the 
correct selection of the neural network parameters.  

Keywords wheel wear, wear prediction, railway systems, radial basis 
function neural network, Matlab, Vampire. 
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1. Introduction   
Artificial neural network is currently used to solve a wide range of 
complex engineering problems. It has the ability to learn by example, 
consequently, it is a very useful for simulation of any correlation that 
is difficult to describe with physical models or other mathematical 
approaches [1]. Though perfect prediction is seldom possible, neural 
networks can be used to make reasonably good predictions in a 
number of cases. In particular, feedforward neural networks have been 
used frequently in this respect [2].   

The prediction of wheel wear is a significant issue in railway vehicles. 
The aim of this work is to investigate the effect of RBFNN parameters 
on wheel wear prediction.      

2. Radial Basis Function Neural Network     
Radial basis function neural network (RBFNN) has an input, hidden, and 
output layer such as in Figure 1. 

 

 

Figure 1: Radial Basis Function Network Architecture [3]-[5] 
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Where X , X ,X … , X  are the inputs, ∅ is the activation function, and 
W is the weights [4], [5].     

The output of RBFNN can represented such as shown in the following 
equation [6], [3], [4]:  

                           y =  ∑ W  ∅                                                         (1)    

The common activation function of RBFNN is the Gaussian function 
(∅) [3]-[7]:    

                          ∅(x) =  exp (  
 

)                                                      (2) 

                          r = ∣∣ x − c ∣∣                                                          (3) 

Where C are the centres, x are the inputs, and σ is the width of 
activation function.       

Euclidean distance method is the most common method which can 
used to calculate the width of activation function for RBFNN such as 
shown in the following equation [8], [7], [9]:   

                          E =  ∑
  

(X − c )
   

 , i = 1,2,3, . . . , n            (4)  

Where: X  are the inputs, c  are the centres, and n is the vector dimension.  

The least mean square algorithm (LMS) is the most common algorithm 
which can used for adapting the weights of the output layer for the RBFNN 
such as shown in the following equation [8], [7]-[10]:    

                    W(t + 1) = W(t) +  μ (y(t) − y (t))Φ (t)               (5) 

Where W(t + 1) is the updated weights, W(t) is the previous weights 
originally set to zero, y(t) is the desired output, y (t) is the output of 
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the network, Φ (t) is the hidden layer output (Gaussian output), and μ 
is the learning factor of the RBFNN. The learning factor is a positive 
gain factor term that controls the adaptation rate of the algorithm        
(0 < μ ≤ 1).   

The mean square error (MSE) is used for measuring the performance 
of the RBFNN such as shown in the following equation [11], [12], 
[13]:  

                 MSE =    ∑ (e ) =     ∑ (t − y )                      (6) 

Where t  is the target output and 푦  is the estimated output.   

 In this paper, the “newrb” Matlab command is used to create and train 
the RBFNN, the design of RBFNN takes six arguments: input vector, 
target vector, mean square error goal, spread, maximum number of 
neurons, and the number of neurons to add between displays. These 
parameters are explicitly set by the user using trial and error.  

In this work, the inputs of the neural network are the stiffness 
parameter, running distance, wheel profile, first derivative of wheel 
profile, second derivative of wheel profile; while the output of the 
neural network is the wheel wear.   

Radial basis function neural network (RBFNN) is designed in this 
work using Matlab program using newrb command [14], [15], [16]:  

               Net = newrb (P, T, goal, spread, MN, DF)                      (7) 

Where:  
P: is the input vectors 
T: is the target vectors 
Goal: is the mean squared error goal (MSE)  
Spread: is the spread of radial basis functions  
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MN: is the maximum number of neurons   
DF: is the number of neurons to add between displays   

The function newrb iteratively creates a radial basis network one 
neuron at a time. Neurons are added to the network until the sum-
squared error falls beneath an error goal or a maximum number of 
neurons have been reached. The radial basis function neural network 
architecture is shown in Figure 2.   

 

 

Figure 2: Radial basis function neural network architecture  

 

3. VAMPIRE  Vehicle Dynamics Software 
VAMPIRE uses a multi-body modelling method that enables the user to 
assemble a mathematical model of almost any rail vehicle configuration. The 
VAMPIRE pro. 6.30 was used in this work to perform the simulations. The 
VAMPIRE GUI is shown in Figure 3. For wheel wear prediction, the 
transient analysis programme is run and the energy expended per unit 
distance travelled calculated for each wheel/rail contact. This is the product 
of creep force and creepage (Tγ), is one of the output types available in the 
transient programme. Experimental work has demonstrated that the amount 
of metal removed through wheel is proportional to the energy dissipated in 
the wheel–rail contact. Therefore, the expected wear of wheel can be studied 
and predicted by calculating the energy dissipated between wheel and rail 
(Tγ) [17], [18].     
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Figure 3: VAMPIRE vehicle dynamics software platform [17], 
[18] 

4. Effects of RBFNN Parameters on Wheel Wear 
Prediction 

In this section, the effect of the RBFNN parameters on wheel wear 
prediction was investigated. VAMPIRE vehicle dynamics software 
was used to collect data to train, validate, and test the neural network 
model.  

In this work, an artificial neural network was developed to predict 
railway wheel wear in case of changing parameters such as vertical 
bush stiffness, lateral bush stiffness, lateral bush stiffness, and vertical 
shear stiffness. All results shown in this work are for unseen data. 
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A. Effect of Spread Parameter on Wheel Wear Prediciton  
The vertical bush stiffness simulation was used to investigate the 
effects of the  spread parameter of RBFNN on wheel wear prediction. 
Wheel wear predicted using VAMPIRE, and wheel wear predicted 
using RBFNN with different values of  spread are shown in Figure 4.  

 

Figure 4: Actual wheel wear and predicted using RBFNN; with 
different values of  spread 

Wheel wear predicted using VAMPIRE, wheel wear predicted using 
RBFNN, and the percentage error are shown in Table 1. The mean 
absolute percentage error (MAPE) was 10.98% at spread of 30, was 
14.70% at spread of 10, and was 32.36% at spread of 5.  
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Table 1: Actual wheel wear and predicted using RBFNN, and error; 
with different values of spread 
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B. Effect of mn Parameter of RBFNN on Wheel Wear 
Prediction 
The lateral bush stiffness simulation was used to investigate the 
effects of the mn parameter of RBFNN on wheel wear prediction. 
Wheel wear predicted using VAMPIRE, and wheel wear predicted 
using RBFNN with different values of mn are shown in Figure 5. 
Where the mn is the maximum number of neurons of RBFNN.   

 

Figure 5: Actual wheel wear and predicted using RBFNN; with 
different values of mn 

Wheel wear predicted using VAMPIRE, and wheel wear predicted 
using RBFNN, and the percentage error are shown in Table 2. The 
mean absolute percentage error was 9.11% when mn was 500, was 
36.39 % when mn was 300, and was 49.31% when mn was 20.   
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Table 2: Actual wheel wear and predicted using RBFNN, and error; 
with different values of mn 
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C. Effect of Goal Parameter of RBFNN on Wheel Wear 
Prediction 
The lateral shear stiffness simulation was used to investigate the 
effects of the goal parameter of RBFNN on wheel wear prediction. 
Wheel wear predicted using VAMPIRE, and wheel wear predicted 
using RBFNN with different values of goal are shown in Figure 6. 
Where the goal is denotes the mean squared error goal.  

 

Figure 6: Actual wheel wear and predicted using RBFNN with 
different values of goal 

Wheel wear predicted using VAMPIRE, and wheel wear predicted 
using RBFNN, and the percentage error are shown in Table 3. The 
mean absolute percentage error was 9.01% when goal was 0.01, was 
9.45% when goal was 0.015, and was 14.55% when goal 0.1.     
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Table 3: Actual wheel wear and predicted using RBFNN, and error; 
with different values of goal 
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D. Effect of df Parameter of RBFNN on Wheel Wear 
Prediction 
The vertical shear stiffness simulation was used to investigate the 
effects of the df parameter of RBFNN on wheel wear prediction. 
Wheel wear predicted using VAMPIRE, and wheel wear predicted 
using RBFNN with different values of df are shown in Figure 7. 
Where df represents the number of neurons to add between displays. 

 

Figure 7: Actual wheel wear and predicted using RBFNN with 
different values of df 

Wheel wear predicted using VAMPIRE, wheel wear predicted using 
RBFNN, and the percentage error are shown in Table 4. The mean 
absolute percentage error was 6.65% when df was 50, was 6.65% 
when df was 20, and was 6.65% when df was 10. The simulation 
results show that the changing of df parameter had no effect on the 
accuracy of wheel wear prediciton.      
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Table 4: Actual wheel wear and predicted using RBFNN, and error; 
with different values of df 
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5. Conclusion  
This work investigated the effect of RBFNN parameters on wheel 
wear. The effect of spread, mn, goal, and df parameters on wheel wear 
prediction were examined. The mean absolute percentage error 
(MAPE) was calculated as:    

 The MAPE was 10.98% when spread was 30, it was 14.70% 
when spread was 10, and it was 32.36% when spread was 5 
during the change of spread parameter test.  

 The MAPE was 9.11% when mn was 500, it was 36.39 % 
when mn was 300, and it was 49.31% when mn was 20 during 
the change of mn parameter test. 

 The MAPE was 9.01% when goal was 0.01, it was 9.45% 
when goal was 0.015, and it was 14.55% when goal was 0.1 
during the change of goal parameter test.  

 The MAPE was 6.65% when df was 50, it was 6.65% when df 
was 20, and it was 6.65% when df was 10 during the change of 
df parameter test.  

The effects of the RBFNN parameters such as spread, goal, maximum 
number of neurons, and number of neurons to add between displays 
on wheel wear prediction was investigated. The simulation results 
show that the accuracy of wheel wear prediction was influenced by 
change of spread, mn, and goal; while the change of df parameter has 
no effect on the wheel wear prediction using RBFNN. Therfore, it can 
be concluded that the railway wheel wear prediction using neural 
network is dependent on the correct selection of the neural network 
parameters.          

Finally, the VAMPIRE vehicle dynamic software can assist in using 
the neural network in railway wheel wear prediction; where several 
simulations were carried out in this work using VAMPIRE software to 
produce the data to train, validate, and test the neural network model.   
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Abstract 

Steeply falling installation costs during the last decade makes the 
Photovoltaic technology highly competitive particularly, of course, in 
a sunny region like the Libyan Desert. Photovoltaic power plants are 
easy to maintain and, once installed, consume practically no additional 
natural resources. New and innovative jobs will be created and local 
companies will take part in certain ways and benefit. 
The aim of this paper is to demonstrate how efficient and cost-saving 
solar energy can be exploited in the deserts of Libya. A feasibility 
analysis to the large-scale grid connected PV project with total 
capacity of 14 MW is dedicated. The power plant delivers 
approximately 27 GWh of electrical power in one year. It is shown 
that the cost for one kWh is in the range of 0.08 USD, which is 
approximately four times less than the cost for electricity produced 
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with Diesel-generators in the same region. This leads to savings of 
Diesel (light oil) of approximately 6,400 tons per year. The value of 
the saved diesel is approximately 5.7 Million US Dollars (at a world 
market price of 900 USD per ton). Within its minimum lifetime of 25 
years, the PV power plant saves 150,000 tons of Diesel or 133 
Millions of US Dollars. Compared to the saved oil the break-even is 
within 7 years and the Return of Investment (ROI) is in the range of 
14 %. 

Keywords   photovoltaics, electric power, fossil fuel, Return of 
Investment. 
 
1. Introduction 
Renewable energy sources are now seen as an important asset, in 
particular for the electricity sector, which is still entirely driven by 
fossil fuels. RE sectors are generally based on mechanical, 
technically-intensive production technology and are mainly labor-
intensive. A domestic market for RE infrastructure acts as driver for 
manufacturing RE components domestically. Today, photovoltaics are 
well developed technology with fast growing market with highly 
competitive to fossils if one considers the world market prices for 
light oil. The world market for PV technologies and system 
components is mainly fully developed. Many PV systems have been 
applied in many countries and implemented successfully in different 
locations and environments throughout the planet. The compound 
annual growth rate of PV installations is up to 45 % during the period 
from 2006 to 2016 with annual installations in the range of at least 40 
GWp and the total cumulative installations of about 300 GWp at the 
end of the year 2016 [1, 2]. 
Electricity demand in Libya is rising quickly, at an annual rate of 
more than 6 %. Oil consumption within the country is rising strongly 
too. Renewable energies for power generation are also expected to 



Journal of Electronic System and Programming                                     
 

 Volume: 1    Issue: 2  June 2019                                                                                   Page 25 

alleviate power supply bottlenecks, since the electricity consumption 
in Libya rapidly increases, with power supply shortages becoming 
more and more frequent. Libya is also endowed with an enormous 
potential for renewable energies (RE) and may enable Libya to 
diversify from its current strong reliance on fossils towards a more 
technology-driven model. However, Libya has fully recognized the 
potential of its excellent wind and solar conditions in combination 
with empty land in the South of Libya. But despite excellent solar 
radiation, wind conditions and an abundant availability of 
undeveloped land, renewable options have never been seriously 
considered in the past. Today, the new Libyan state is reconsidering 
its energy policies. Renewable power plants offer an opportunity to 
reduce the national consumption of domestic fossil fuel resources for 
electricity generation, thereby saving oil and natural gas for exports 
that are needed to sustain. By creating a domestic market for RE 
infrastructure,  Libya will realize several advantages in its domestic 
employment market. The RE share in 2025 is expected to reach 
approximately 10 % [3]. 
In this work, a feasibility/pre-Tender - costs and benefits are getting 
estimated based upon industry proven data and experiences. The first 
milestone is “Feasibility confirmed” by assessing all relevant 
influences and judging the successfulness of the PV system at Hun. 
Numerous stakeholders are involved in the approach. Most important 
are Libyan governmental authorities, such as the General Electric 
Company of Libya (GECOL) and the Renewable Energy Authority of 
Libya (REAol), providing the necessary framework and empowerment 
to the project. An external drivers and supporters such as Gesellschaft 
für Internationale Zusammenarbeit GIZ and the Desertec Initiative Dii 
are providing strategic, structural and technological input for the 
project. On the other hand, an expert consultants (e.g. Fichtner GmbH, 
Wuppertal Institut, Dii) have to be involved which bring in additional 
expertise [4, 5].  
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2. Site Examination 
In parallel the geographic and environmental conditions of Libya are 
almost ideal for PV, Libya provides vast areas of land with excellent 
solar (and wind) conditions. As a result many attractive sites can be 
identified providing excellent opportunities establishing a network of 
RE power plants [6]. In this work, the proposed site of the PV power 
plant will be close to the city of Hun (N29o07`07``, E15o56`12), 
located in the desert area of Libya. The area is flat, arid, highly 
exposed to the sun and no high mountains or buildings may influence 
the power system.  
Solar irradiance is the single most important parameter for evaluation 
of PV system performance, so for simulation and evaluation purposes 
it is important to select the best possible data series. The global 
horizontal irradiation (GHI) is the most critical resource for solar PV 
plant. For optimum design of a PV plant, it is important to know the 
distribution on intensity and wavelength. Solar maps or irradiation 
tables are essential tools in planning and dimensioning of solar energy 
installations. In this study we have collected most of the available data 
sources for the solar climate of the project site in Hoon. However, we 
have to realize that all the data used in these studies were based on the 
satellite data. The general meteorological data at Hun site being used 
in this work for the yield simulations is being sourced via 
EMPower/NASA data, as shown in figure 1, [7]. One can see clearly 
that the desert conditions at Hun are very advantageous for PV power 
generation. If one compares the quality of the Hun location to other 
locations in Libya, such as al Kufrah, Sebha, Darnah and Tripoli. We 
can see that Hun is well positioned. Hun’s average daily solar 
radiation (horizontal) is among the best in a set of excellent locations. 
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Figure 1:  Hun solar radiation compared with other locations in 
Libya  

The 14 MW PV plant shall be connected to the grid close to Hun. A 
substation is already in use at the construction site. It is obvious that 
PV power plant without additional power storage delivers electricity 
solely during daylight hours. Comparing the grid load in Libya with 
the daylight hours one can observe, that the maximum load is later in 
the day and sometimes (during summer) even after sunset. This means 
that PV cannot displace residual power generation, as shown in figure 
2. 
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Figure 2: Exemplarily grid load and solar radiation in July and 
December 
 
3. Yield Assessment Check and Cumulated power 

output during 25 years: 
Solar photovoltaic PV modules are divided into two main categories: 
crystalline (mono- and poly-silicon) and thin film. Mono-silicon PV 
modules are the most efficient but also the most expensive. Poly-
silicon PV modules are slightly less efficient and less expensive. Thin 
film PV modules are cheaper and consume much less silicon. In 
addition, thin film PV modules are less sensitive against high 
temperatures and more sensitive at ambient/diffuse light. This might 
lead to an overall higher output of electricity, but there are 
shortcomings as well. Most of the photovoltaic modules currently in 
the field are either mono-silicon or poly-silicon and have a proven 
track record for long lifetimes. Thin film PV modules are gaining 
market share; however, there are only little experiences for operating 
times of 10 years or more yet. In this work, technical design of the 
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solar PV system and an exemplary assessment for the Hun location 
based upon their CdTe (thin film) technology and the meteorological 
site conditions in Hun has made by Calyxo company in Germany. The 
results are determined by a mathematical model calculation. The 
actual yields of the photovoltaic system can deviate from these values 
due to fluctuations in the weather, the efficiency of modules and 
inverters, and other factors. Table 1shows the main Hoon project 
design characteristics and yield assessment check results for 1MW AC 
variant ground mounted rack PV system.  

Table 1: Main Hun project design characteristics and results 

Project Block: 
1MW (AC) System Variant ground 
mounted rack system 

 

Climate Data 
Record: 

Hun (1986-2005)  

Gross/Active PV 
Surface Area: 

92,228.20 / 94,051.09 ft² 

PV Array 
Irradiation: 

21,391.580 kWh 

Energy Produced by 
PV Array (AC):   

1,902.986 kWh 

Grid Feed-in:                                                           1,902.986 kWh 
System Efficiency: 8.9 % 
Performance Ratio:                             87.0 % 
Inverter Efficiency:                              98.1 % 
PV Array 
Efficiency:                        

9.1 % 

Specific Annual 
Yield:                           

2,131 kWh/kWp 

 
The table above does not represent a full technical design of the solar 
system. However, these results show the huge potential of solar 
energy investment in Libya [8]. 
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Most important for the evaluation of the power plant is the electrical 
output during its expected lifetime of at least 25 years. Using data 
provided by the Hun mast and meteorological data one can simulate 
different module technologies with regard to the actual electrical 
power fed to the grid. Figure 3 shows the calculated output amount of 
electricity produced for three different module technologies (Mono-
silicon, poly-silicon and CdTe thin film) within the first year of 
operation. The diagram shows a certain advantage of the thin film 
technology that little higher electricity production of thin film 
modules, mainly caused by differing sensitivity of crystalline and thin 
film modules at higher temperatures and ambient light. Nevertheless, 
there is a considerable error margin slightly higher compared to the 
silicon modules. The error margin is relatively high and there are 
some drawbacks of the thin film technology, which outweigh the 
higher power production. Specifically the cumulated output over 25 
years is of critical interest as this is the expected minimum lifetime of 
the PV solar plant. Differences of the three technologies (Mono-Si, 
Poly-Si and CdTe) are within the range of 5%, which can be assumed 
to be within the error margin. 

 

Figure 3: Calculated electricity output within the first year of 
operation for Poly-, Mono- and CdTe modules considering high 

temperature degradation 
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The long-term degradation of PV modules is an important parameter 
for the calculation of the cumulated power fed to the grid during the 
expected minimum lifetime (25 years) of the power plant. The 
expected (calculated) cumulated amount of the supplied electricity for 
5, 10 and 25 years is shown in figure 4. The total output of the 14MW 
power plant in Hun can be expected as approximately 600 GWh over 
25 years under the premises that the power station is operated and 
maintained in an orderly manner. During the minimum of 25 years, 
operating phase of the PV system, the output has to be measured and 
compared regularly to the guaranteed value. Degradation is assumed 
to occur in a linear way over time, which makes yield calculations 
rational. However, significant parameter to be taken into consideration 
for long-term operation of a PV power plant is the temporal 
degradation of efficiency. Silicon cells as well as thin film modules 
loose efficiency caused by chemical aging effects. These ageing 
effects lead to a temporal degradation of efficiency. 

 

Figure 4: Yield. Calculated electricity output within 25 years of 
operation for Poly-, Mono- and CdTe modules considering 

degradation effects (temperature and ageing) 
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There are only less verified long-term data for thin film. Nevertheless 
thin film manufacturers (e.g. calyxo, first solar and others) guarantee a 
degradation of not more than 10% over 10 years and not more than 
20% over 25 years for their modules, equivalent to crystalline module 
manufacturers [8]. Thus, the degradation factors for crystalline and 
thin film modules can be assumed to be on the same level. The 
degradation factors need to be specified in the contract with the 
supplier of modules. Degradation also occurs due to various other 
reasons and it is possible to diminish some of them by a suitable 
design, proper operation and consequent maintenance of the PV 
system during its lifetime. Figure 5 illustrates a relatively high 
degradation generated by e. g. dust from sand or damage. As a 
consequence implementation of frequent cleaning devices and trained 
operation personal is mandatory. There are different methods in place; 
but mainly cleaning by water gets applied to avoid touching the 
surface of the modules. In the arid desert area of the PV plant the 
amount of water needed is an important factor. Thin film technology 
needs more labor and more water as the surface needed for 14 MW is 
significantly higher.    
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Figure 5: Degradation effects cumulated. The impact of good and 
bad maintenance 

 

4. Economic Feasibility: Costs, Earnings, ROI and 
Break Even 

Currently there is no open market for electricity in Libya. Both 
electricity production and distribution are operated and owned by the 
state. In principle, new power plants have to be benchmarked against 
the most expensive power production facilities which can be replaced 
by the new power plant. In the south of Libya (e.g. Hun. Sebha, Ghat) 
mobile Diesel generators support the security of electricity supply. 
These generators can be replaced by PV power generation or, at least, 
the Diesel consumption can be reduced drastically. Therefore, all 
calculations are based on the savings of Diesel and the actual world 
market price for Diesel. Thus, we have to calculate the savings 
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induced by the 14MW PV power plant multiplied by the estimated 
world market price of 900 USD per ton average which is the lower 
average world price within the time period 2011-2013. In the next 25 
years, it is expected that the world price rather rises or stays steady 
instead of declining. Table 2 shows how the cost for one MWh can be 
calculated on basis of the Diesel world market price. These values are 
taken from the Sebha Diesel generator station. Taking the numbers 
from the yield estimation, we have the electricity produced by 1 MW 
installed capacity of  1,927 MWh per year and the production of the 
14MW PV power plant in Hun accordingly within a time period of 5, 
10, 15, 20 and 25 years is determined. The electricity produced within 
25 years period is about 625,890 MWh at 87% performance ratio 
including all system losses and module degradation. 

Table 2: Diesel consumption and USD cost for one MWh (1MWh = 
284USD) 

Electricity Production Cost – Diesel Generator in Sebha 
Generator Consumption 

equals to 
equals to 

0.283 liter Diesel per KWh 
3.54 KWh per liter Diesel 
4.21 MWh/ton Diesel 

1 ton Diesel = 1,190.5 liter 
Diesel WM Price: 

equals to 
900 USD/ton 
0.756 USD/liter 

≈ 
Generator rent & OH + 

0.214 USD/KWh (Diesel) 
0.070 USD/KWh 

Generator Electricity Cost total 0.284 USD/KWh (Diesel) 
Generator Electricity Cost total 284 USD/MWh (Diesel) 

 
Assuming that 1 ton of diesel produces approximately 4.21MWh and 
1 ton of diesel costs 900USD, the diesel savings from the 14MW PV 
power plant in tons within a time period of 1, 5, 10, 15, 20 and 25 
years are calculated. For example, the diesel saving within 25 years is 
about 148,573 tons which is equivalent to about 133,715,885 USD. 
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Fully in operation the PV plant delivers power compared to 
approximately 6,400 tons of Diesel per year which is equivalent to 
200 truck-loads. In 25 years – the guaranteed system lifespan - 
approximately 150,000 tons of Diesel will be saved. If the world 
market price is 900USD per ton, this correlates to more than 130 mio 
USD. To calculate the production cost for the 14 MW PV plant we 
assume a minimum life time of the plant of 25 years and an 
investment of 2.70 USD for 1Wpeak. The annual cost of operation 
and maintenance is set to 1% of the total investment, as shown in table 
3. The calculations clearly show that the production of electricity with 
Diesel generators in the region of Sebha is four times more expensive 
than production with PV.  

Table 3: PV plant production cost 
Production Cost Breakdown 
Invest for 1 Wp PV (estm.) USD 2.7  
Total investment 14 MWp  USD 37,800,000 
Minimum operation period Years 25 
Annual depreciation USD 1,512,000 
Annual cost of operation % of invest 1.0 % 
Annual cost of operation USD 378,000 
Annual production cost  1,890,000 
Production cost 1 (net) USD/KWh 0.070  
Production cost 1 (net) USD/MWh 70.06  

 
A sensitivity analysis shall demonstrate the variance of the production 
cost when input parameters vary, as shown in figure 6. 
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Figure 6: PV plant production cost sensitivity analysis for 
different input parameters. 

 
Two categories of costs occur in the upfront investment costs and the 
ongoing maintenance / operating costs. As described above “income” 
in this project gets defined as avoided tons of diesel multiplied by 
expected diesel world market price. The point in time “break even” 
when the cumulated income exceeds the sum of costs is of particular 
interest for the bankability.  Additionally the “pay-back-percentage”, 
called Return on Investment (ROI), makes transparent the profitability 
of the PV plant and can be compared to the profitability of other 
projects in the investment market. Of course the calculation is 
dynamical due to deviation and other effects [9].  In this project, 
number of financial elements such as, system procurement and 
installation, site preparation, project office and logistics (1.5-2.5 % of 
System) are used for ROI calculation. Ongoing costs and income 
during operation phase (Maintenance/Operation, Insurance, Diesel 
saved etc.) are also included.  It has found that the ROI for the first 
year is equal to about 14 % while the break even is about 7 years at 
degradation of about 0.8% year. 
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5. Conclusions 
The experiences with PV power in Libya are limited, in particular, 
there are no large-scale PV power plants installed yet. Recently, the 
promotion and development of renewable energies has recently 
become an important priority for Libya. Therefore, the electricity from 
the PV power plant offer an attractive platform for the future to 
achieve long term energy independence and can help to stabilize the 
power supply, while reducing environmental impact and sustaining a 
strong economy and society for future generations. In this direction 
large scale grid-connected PV projects will be established as a 
national plan to improve the diversification of the Libyan energy 
production portfolio. To verify the feasibility of PV power systems, 
the first project with 14 MW grid-connected PV system which will be 
executed in Hun city was presented and a comprehensive study 
including the plant design and its performance analysis and behavior 
was performed. The 5, 10 and 25 years analysis performance was 
investigated and the final yield assessment, cumulated power output 
and performance ratio considering the degradation effects and system 
losses for three different module technologies were calculated. Our 
results revealed that the differences of the three technologies (Mono-
Si, Poly-Si and CdTe) are within the range of 5%, which can be 
assumed to be within the error margin. The 14 MW PV plant 
production cost, assuming a minimum life time of the plant of 25 
years was calculated. The calculations clearly show that the 
production of electricity with Diesel generators is more expensive 
than production with PV with the ROI for the first year is equal to 
about 14 % at degradation of about 0.8% year, demonstrating the 
benefits and challenges associated with facilitate increasing the 
penetration levels of PV systems in the electric network in Libya. 

 

 



Journal of Electronic System and Programming                               
 

  Volume: 1    Issue: 2    June 2019                                                                              Page 38 

Acknowledgement 
The work has been supported by the Renewable Energy Authority of 
Libya (REAol). The authors are thankful to Dipl.-Ing. Rainer 
Broscheit from Calyxo GmbH who was a part in accomplishing this 
work and has made technical design and an exemplary assessment of 
the solar PV project. 
 
References 

[1]     REN21, Renewables 2017 Global Status Report, 2017. 
[2]     Fraunhofer ISE: Photovoltaics Report (2014). 
[3]     Renewable Energy in Libya, Renewable Energy Authority of  
         Libya, annual activity report, 2013. 
[4]     GIZ leaflet. Beratungsleistungen für libyschen  
          Energieversorger, 2013, Berlin, Germany. 
[5]     Dii GmbH, brochure. The economic Impacts of Desert Power,  
         2013, Munich, Germany. 
[6]     Lahmeyer International GmbH. PIM Solar PV Plant – Shahat –  
         Ghadamis, Libya” 2010. 
[7]     NASA data, Utility Toolkit:  
         http://empower-ph2.com/EMPowerToolkit/. 
[8]     Rainer Broscheit. Calyxo GmbH, Bitterfeld, Germany     
[9]     Doruk Sen, Murat Tunc, Taylan Ozilhan, Investment analysis of  
         a new solar Power Plant, International Journal of Renewable and  
         Sustainable Energy, 2013; 2(6): 229-241. 

 



  

  

  

  

  

  

  

    Novel Architecture of Self-              
organized Wireless Sensor 

Network 
 

  

  

  

  

  

  

  

  

  

  



 



Journal of Electronic System and Programming                                     
 

 Volume: 1    Issue: 2    June 2019                                                                                 Page 41 

Novel Architecture of Self-   organized Wireless 
Sensor Network 

Hamzza Dawd 
Computer science department, University of Bridgeport, Bridgeport, 
Connecticut, USA 
Hdawd@bridgeport.edu    

Rabia Lamami 
Electronic System and Programming Center, Tripoli, Libya 
Rabia.m.Lamami@gmail.com     

Shuyang Li 
Computer science department, University of Bridgeport, Bridgeport, 
Connecticut, USA 
shuyangl@bridgeport.edu  
 

                                      Abstract 

Self-organization for Wireless Sensor Network (WSN) is critical issue 
because of each sensor node’s limited energy, limited bandwidth and 
WSN’s scalability. Therefore, how to manage wireless sensor networks 
effectively is a big challenge task. This paper presents a novel self-
organized architecture which is capable to avoid these problems. In this 
architecture, we suppose that each node does not know its location 
(Random clustering). Random clustering is practical to implement on 
some applications which deploy nodes into inaccessible unknown 
environment. We propose two algorithms to divide sensor nodes into 
cells. The first algorithm Active-Tree uses tree topology assign 
different role and node ID to each sensor node. The second algorithm 
Drawn-Grid divides sensor nodes into cells according to the radio 
coverage and the roles get from the Active-Tree algorithm. Based on 
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sensor nodes with different role play different tasks in WSN. The result 
of numerical simulations will show that our algorithm performs better. 

Keywords component; formatting; self-organization; Wireless Sensor 
Network; self-organized architecture 

 

1. Introduction 
A Wireless Sensor Network consists of large number of sensor nodes. 
The sensor nodes are small, inexpensive, low power, distributive 
devices and have computation, sensing and wireless communication 
capabilities. But those sensor nodes are limited in resource i.e. 
memory, energy and computation power [1].The sensor nodes mainly 
use battery. Maybe some use solar battery or limited recharge. For the 
bandwidth of the sensor nodes, only have a few hundred kbps. WSN 
has been applied in many military and civilian applications such as 
machine monitoring, seismic detection, disaster recovery [3]. In some 
applications, sensor nodes are deployed predetermined like machine 
monitoring. This kind of applications is application-oriented 
deployment. And sensor nodes are mainly randomly deployed in most 
applications such as seismic detection, disaster recovery. It increases 
the complexity of design for WSN. This paper focuses on the WSN 
with randomly deployed sensor nodes. 

WSN use sensor nodes to sensing the events and transmit it out to base 
stations. So the feature of the sensor nodes is the feature of the WSN 
which is limited resources. The challenge for WSN is to complete 
complex application based on the limited resources especially when the 
sensor nodes are randomly deployed.  

Self-organization is involved to make sensor nodes used efficiently. 
Generally, Self-organization is the process of autonomous formation of 
connectivity, addressing and routing structures [1].As limited resource 
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of the sensor nodes, and it is practical to distribute these management 
tasks to different sensor nodes. And there is no need to make every 
senor nodes to do management tasks, as sensor nodes only possess 
limited energy, computation power and limited bandwidth. So the 
sensor nodes must be clustered to a cell or a group [1, 2, 6, 7], to be an 
easily manageable network. 

Another feature of clustered architecture WSN is that Well-Clustered 
architecture WSNs consume less energy than self-organization WSNs 
but only independent nodes [2]. 

A.  Problem Identification 

WSNs have following problems: collision, idle-listening, overhearing 
and disabled sensor nodes.Figure1 shows the collision. Idle-listening is 
the most power-intensive action. It could be solved by set sleep and 
wake model to sensor nodes [8].Sensor nodes will be set to sleep 
model when there is no events and it will wake up periodically or wake 
up by management nodes. When sensor nodes receive the sensing 
information not belongs to it, overhearing happens. Management nodes 
could use node ID to solve it [5].Disabled sensor nodes refer to the 
sensor nodes with low energy or damaged by environment. Clustered 
architecture WSN must be capable to avoid these problems to 
maximize the life time of the WSN [11]. And these problems are 
mainly solved by the management nodes. 

A well-clustered WSN should divide into groups or cells and in a 
group or cell appropriate amount of sensor nodes are management 
nodes. As management sensor nodes in this paper are same devices as 
normal sensor nodes, so resource limited decides that management 
nodes cannot take much more tasks. Also, if more sensor nodes have 
chosen to be management nodes, then extra energy will be consumed 
for the communication between the management nodes. i.e. if 3 sensor 
nodes take one management task like recording the node ID which 
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could be done by one sensor node, then when other sensor node needs 
the information about node ID the 3 sensor nodes need to 
communication to provide the information, so extra energy is wasted. 
So in a group or cell the management sensor nodes must be relatively 
appropriate, not less or more. 

 

Figure 1: Both sensor nodes B and C desire to send message to 
sensor node D.  Resource (energy, bandwidth) wasted. 

 

As management nodes are same as normal nodes, so management 
nodes also have the chance of being damaged or low power. How to 
maintain the architecture of WSN also needs to be considered in our 
solution.  

The rest of this paper is organized as follows. In Section 2, we review 
several related works, in Section 3 describes our proposed a novel tree 
self-organized architecture for Wireless Sensor Network is introduced 
here. Section 4. Finally, conclusions and future works are given in 
Section 5. 

2.  Related work 
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Self-organization has been an important research topic in wireless 
sensor networks, so there are many researchers who interested in 
solving its problems. 

Duan and Yuan develop a task oriented Clustering algorithm to reduce 
the granularity of Wireless sensor networks. They assume that each 
sensor node has a unique ID and holds its one-hop neighbor list. Each 
sensor node in one sensor network runs a specific task including one or 
more data to form a task data pattern [8]. The clustering algorithm in 
this paper is clustering algorithm is designed based on data which 
related to the task code in each sensor node. It uses Vector 
Quantization Algorithm to divide the sensor nodes into cells, and 
choose the sensor node which has the minimum node id to be the 
cluster head but ignoring the radio coverage which would cause the 
cluster head may be not able to reach some of sensor nodes in its 
domain. 

Hsu, King, and Banerjee propose that a scheme that is able to find the 
neighbors on the rim of the irregular radio coverage region to narrow 
down the choices of the forwarders [9]. 

Cell ID has been distributed to each node before deployment; it is 
impractical for some applications which deploy nodes into inaccessible 
environment [1], however, when the environment is unknown or 
hostile such as remote harsh fields, disaster areas and toxic urban 
regions, sensor deployment cannot be performed manually [10]. 

 

 

 

3.  Proposed Solution and Simulation Modle 
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A. Proposed Solution 

In this section, a novel tree self-organized architecture for Wireless 
Sensor Network is introduced here. 

In this architecture, the nodes are clustered into cells. And each cell is 
based on a tree topology [12] which helps to initiate the cell size 
automatically. Not like [1] needs cell id predetermined. We assume the 
each node does not know its location. Figure2 shows the initial state of 
the nodes. 

 

 

Figure 2: Initial State 

 

The following process is called Active-Tree algorithm, all nodes will 
be processed to be a child of tree.   
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Step1. The Base Station which used to gather the information from the 
nodes will set up to active the closest nodes to be Root nodes. The 
level-id of the Root nodes is 0.  

Step2. Root nodes gather the node id and signal length of the nodes 
which in their radio coverage and define this set as child-nodes. The 
level-id of these child-nodes is equal to the level-id of their parents’ 
level-id plus 1. 

Step3. Choose the longest child node as a child-root node. The level-id 
of these child-nodes is equal to the level-id of their parents’ level-id 
plus 1. 

Step4. The child-node use step2 to choose the longest node from it as 
the other child-root node. 

Step5. Then the 2 child-root node repeats step2 and step3 and step5. 
Figure 3 shows the result after this process 

 

Figure 3: Shows the result after this process. 
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Active-Tree Algorithm: 

Base Stations finds the closest sensor node  

Sensor node = Root node; 

Level-id = 0; 

When still exist sensor node without Level-id 

 Do {If the length between Root node and Sensor node  

              <=Root node’s radio coverage. 

     Then these sensor nodes Level-id = parent’s Level-id + 1;  

     If the sensor node is the longest from its parent 

      The sensor node to be the childe-root node} 

Till now, we could assume that each node has been classified as Root 
node, Child-Root node and Normal-Child node. We will use this 
hierarchy to clustering nodes to be cells. The clustering process is 
called Draw-Grid algorithm. However, in fact this algorithm is 
implemented into the step2 of Active-Tree algorithm, but not after the 
Active-Tree algorithm done. According to the radio coverage, each cell 
is an irregular grid from the Root node to the Child-Root node which is 
in its radio coverage but its children nodes are outside of radio 
coverage. If we get more than one Child-Root node like this, the one 
which is closest to Root will be the Root for the next cell. The And 
Root node will assign a cell-id to each node in the grid. The Figure4 
shows how the nodes are clustered into cells.  
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Figure 4: Clustered nodes 
 

Draw-Grid Algorithm: 

When still exists sensor node without Cell-id 

Do {If (the child-root node is in the radio coverage of the cell’s Root 
node) && (the its child-root node is out of the radio coverage) 

     Then from Root node to this child-root node is a cell. Assign cell Id   
to each sensor node.} 

According to the above algorithm, each cell’s Root is in the radio 
coverage of the ‘upper-level’ cell’s Root. The Root of each cell is the 
management node for this cell. In each cell, the Root node (R) is on 
the top of the hierarchy and Child-Root (C-R) node is the second in 
the hierarchy; the last level is the Normal-Child node (N). 

C-R node is responsible to gather messages from N nodes and to 
manage the N nodes.  N nodes are used to process data, detect 
environment and set sleep and wakeup modes. When N nodes turn into 
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the sleep mode, then it needed to be wake up by other N nodes with 
same cell-Id. C-R node will hold its N nodes’ node id in its one-hop 
neighbor list [8].  C-R node will also hold the list of the N nodes’ 
energy status. And N nodes have the responsibility to report their 
energy status to C-R nodes every certain time. If C-R nodes do not 
receive energy status from some N nodes, C-R nodes will declare them 
as died nodes and erase them from the one-hop neighbor list. 

Root node is responsible to gather messages from C-R nodes and to 
manage the C-R nodes. As C-R nodes also need to do management 
tasks, so C-R nodes consume energy more quickly. Root nodes have 
the task to re-select C-R nodes. C-R nodes will report their energy 
status to Root nodes periodically. Once C-R nodes’ energy status 
reaches the threshold, Root nodes will reselect C-R nodes from their N 
nodes which have the most energy in the energy list. The threshold 
must be enough for C-R nodes to send their N nodes’ node id and one-
hop neighbor list to their substitute C-R nodes. However, there is a 
situation that some C-R nodes go to dead as external environment 
damage. Root nodes will have a list of their C-R nodes’ C-R nodes. So 
in this situation, Root nodes will directly link the dead C-R nodes’ C-R 
nodes to the substitute C-R nodes. That means, the dead C-R nodes’ 
other N nodes will be discarded. 

B. Simulation Model 

In our simulation model, we define a certain schema according to our 
algorithm with particular characteristics: 

 The task of the certain application is pre-embedded into the 
sensor nodes. 

 Radio coverage is equal to the sensing node. And radio 
coverage is constant. 
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 The communication protocol could be CAN protocol or 
dedicated one [2]. 

 In our proposed architecture, C-R node gather data from its 
child nodes no matter it is also a C-R node or Root node from 
another cell. So we can say, it is one-hop communication, 
collisions are largely reduced. So we assume the response time 
is constant. 

 Our proposed architecture can be used on many applications, 
especially for remote harsh fields, disaster areas and toxic 
urban regions which sensor deployment cannot be performed 
manually. Like earthquake and disaster detection. We define 
one earthquake or one diction as an “event”. 

 We assume the transmitting, activating, receiving and 
managing energy consumption radio is 10:1:4.5:3. 

 We assume the transmitting time from one node to the other 
nodes with closest level-id is 0.6sec. We ignore the receiving 
process time.  

 We assume the damage probability is 10 among 100 sensor 
nodes. 

 We assume sleep and wake up mode used periodically. When 
N nodes stay in wake-up node with no activity in 5secs, then 
turn to sleep mode until be woke up by other N nodes with 
same cell-Id for event happened. We the wake-up response 
time as 0.5 sec. 

 We assume the total energy of each sensor node is 20. 
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Our architecture, each cell is a tree topology. For all sensor nodes, 
energy consumption are depends on the transmitting consumption, 
receiving consumption. For C-R nodes and Root nodes, energy 
consumption are also depends on management tasks. So frequency of 
event happens and management task frequency decides the whole 
energy consumption of the WSN. 

We assume Eu represents utilized energy. E represents the whole 
energy of each sensor node. NC represents the number of the cells 
which we get after running our algorithms. In each cell, the response 
time to an event is: 

TR =（wake-up time) 0.5sec×number of sensor nodes in the 
cell                                                                                          

 Eu =∑Cactive×ER+∑Cactive×ET+Pdamage×EM+ 

∑Cactive× EA  

C active represents the total number of the active sensor nodes in each 
cell. ER represents the energy used in receiving, here we assume the 
ER =4.5. ET represents the energy used in receiving, here we assume 
the ET =10. EM represents the energy used in receiving, here we 
assume the EM =3. EM is related to the probability of damage, also 
related to low energy pick up process which should be calculated in the 
whole process. Pdamage demonstrates the probability of damage. 

Comparing with static architecture; static architecture has less 
flexibility. Especially, when damaging occurs, radio coverage 
constraints the backup nodes candidates. In our paper, the fixed size 
architecture also has Gateway same as R-node in our paper and they do 
the same management tasks. And Gateway of each cell could 
communicate. And each also has 1 Manager which is same as our C-R 
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node and they do the same management tasks. We will use the same 
schema and parameters for fixed size architecture.  

But as the cell size is fixed, so every node’s back up must be picked 
from the same cell. The position of gateway and manager is 
determined randomly. Also as gateway and manager may be not a one-
hop communication, the routing of the gateway is also determined 
randomly. 

 

               Below is the assumption for our architecture: 
               
Cell_Id 

 
Role 

 
Node_Id 

 
Level_Id 

Active 
or not 

When be 
damaged 

1 R 1 1 N/A N/A 
1 C-R 3 2 N/A N/A 
1 N 4 2 N/A N/A 
1 N 5 2 N/A N/A 
2 R 2 2 N/A N/A 
2 C-R 6 3 N/A N/A 
2 N 8 3 N/A N/A 
2 N 10 4 N/A N/A 
2 N 11 4 A N/A 
3 R 7 3 N/A N/A 
3 C-R 9 4 N/A After 

1sec 
3 N 12 5 N/A N/A 
3 N 13 6 N/A N/A 
3 N 14 6 N/A N/A 
3 N 15 5 A N/A 

 
The architecture will be shown as below: 
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Figure 5: Scenario 1 Proposed architecture 
 
 

Below is the assumption for our architecture: 
Cell_Id Role Node_Id Active 

or not 
When be 
damaged 

1 G 1 N/A N/A 
1 M 3 N/A N/A 
1 N 4 N/A N/A 
1 N 5 N/A N/A 
2 G 2 N/A N/A 
2 M 6 N/A N/A 
2 N 8 N/A N/A 
2 N 10 N/A N/A 
2 N 11 A N/A 
3 G 7 N/A N/A 
3 M 9 N/A After 1sec 
3 N 12 N/A N/A 
3 N 13 N/A N/A 
3 N 14 N/A N/A 
3 N 15 A N/A 
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    The architecture will be shown as below: 

Figure 6: Scenario 2 (Static architecture) 

 

4.  Simulation Result 

According to our assumption and the table shows above.In the first 
senario which is played by our architecture, the sensor node 11 and 15 
are actived by the event. And sensor node 1 is the closest one to the 
base station. Firstly, 15 and 11 will active the other normal sensor 
nodes in the same cell, like 15 will active 12, 13, and 14 from the sleep 
node.And 11 will active 10 and 8,as 6 is the C-R node which is 
responsible to gather the data from 10,11 and 8. This action will take 
TR =3× 0.5sec+2×0.5sec =2.5sec. Eu=4×ER +3×ER =31.5.Sensor 
nodes 8, 10, 11, 13, 14 and 15 use energy 4.5 to receive to the data 
respectively.This action takes same time and energy for both 
senarios.After 1second from the beginning, the sensor node 9 is 
damaged.13,14 have been active. 
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In senario1, 9 damaged, sensor node 7 will choose 12 to be the C-R 
node. As 12 has more engery at that time. Then 12 will start to gather 
data from 13,14,15. 12 needs to take 3×ER=13.5 to receive data from 
13,14 and 15.Then 12 sends data to 7, 7 takes ET=10 to receive the 
data. Next 0.5 second, 7 detects 12 is in low energy, at that time 7 has 
energy 6. Sending data to 2 has higher priority, so 7 sends the data out 
firstly. After that, 7 only has engery 3.Then 2 detects 7 in low energy. 
In the cell which R node is 2, 11uses 1 second active the 8 and 10. 6 
gathers data from 8 and 10. And 6 has enough energy to send data to 
the 2. So when 2 detects 7 in low energy, 2still has energy 15.5 to do 
management task. So 2 takes engery 3 to choose 10 which left energy 5 
to replace 7. Then 10 picks up 13 which left 5.5 as the C-R node. After 
that, 2 sends the data to the Root node 1 which will send the data 
directly to the Base station. 

The Figure 7 below will show the energy consumption with time. 

 

               Figure7:  Energy Consumption for senario1 

In senario2 has the same energy consumption with senario 1 before 3 
senconds. After 2 sends data to 1,2 needs to pick up Gateway to cell3 
to replace 7. 13,14,15 are the candidates. 13 has more energy 
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comparint with 14 and 15. But 13 in our assumption is out of the radio 
coverage of 2 and 10.So there generates 2-hop communication. 2 will 
choose 10 and then 10 chooses 14 and 14 chooses 13.As we set a low 
total energy to each sensor node, so in this situation, we will lose cell3 
to investigate its region. We will put this lose to the energy 
consumption as this energy is unable to be used. 

 

Figure 8:  Energy Consumption for Scenario 2 

From the simulation results, as the flexibility of our proposed 
architecture, we could archive less energy consumption. 

5.  Conclusion 
This paper proposes a novel architecture for WSN. Although there are 
many researches for this aspect, our architecture is suitable for more 
applications especially for the applications apply for harsh 
environment situation. Our architecture is a dynamic architecture and 
changes with time changes. Simulation results shows that our dynamic 
architecture with appropriate management tasks distribution could 
archive a better energy saving in given time than static architecture. 
Future work will be focused on investigate the MAC (Medium Access 
Control) protocols to optimize our solution. 
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Abstract 

Silicon Carbide (SiC) is an important indirect wide band gap 
semiconductor with outstanding electronic properties. This work 
focuses on an investigations of silicon carbide (SiC) based vertical 
Double Implanted Metal Oxide Semiconductor Field Effect Transistor 
(DIMOSFET). Silicon Carbide (4H SiC as well as 6H SiC) is known 
to be  highly anisotropic material. Among others, the transport 
parameters like low field mobility and saturation velocity are 
considerably different in c direction compared to a and b directions. 
The aim of this paper is to investigate the influence of variation of 
mentioned parameters, as well as the variation of parameters 
describing specific model, on "drift region voltage drop" in vertical 
DIMOS structure. 

Keywords: DIMOSFET, SiC, Transport parameters, SiC anisotropy, 
drift region voltage drop. 
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1. Introduction 
In the last fifteen years, silicon-carbide (SiC) has emerged as one of 
the most promising semiconductor materials for design and 
fabrication of different devices widely used in microelectronics and 
nanoelectronics [1]. It turned out to be extremely successful in 
overcoming the limitations and shortcomings of Si-based devices. 
Due to its superior thermal and electric properties and satisfactory 
transport performances if compared to silicon, silicon-carbide has 
become a promising candidate for use in high-temperature and high-
power, as well as in switching devices. One of the best developed 
structures is a vertical double implanted metal oxide semiconductor 
(field effect) transistor. It can carry large currents during "on" state, 
while its vertical section (drift region) is capable of sustaining large 
blocking voltages in the "of" state [2]. In spite of many papers 
reporting on the investigation of such structures, their level of 
development can still be regarded as modest and insufficient. 
Therefore, the aim of this paper is to include the anisotropic 
character and temperature dependence of transport parameters such 
as low filed mobility and saturation velocity, as well as the behavior 
of parameter β describing specific features of drift-diffusion 
transport model in silicon and similar materials [3]-[13]. The focus 
of the paper is on vertical section (drift region), and its investigation 
has been carried out analytically as long as possible. The horizontal 
channel itself has been described and modeled in many conventional 
MOS-structures, hence no special attention has been paid to it in this 
paper.      
 

2. Theoretical Basis of "Drift" Region Model 
 The conventional vertical SiC DIMOSFET investigated in this paper 
is shown in figure 1. The domain of interest is a vertical "drift" region 
and it is assumed to be divided into three sections A, B, C (figure 1.). 
The total current in each of these three regions should be the same. It 
is vertical and equal to drain current. The previous analyses of "drift" 
region have led to the development of its widely accepted model 
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suggesting following expressions for voltage drop in each of its 
sections [2]: 
 
 

푉 =
퐼 ∙ 푊

푒 ∙ 푊 ∙ 푁 ∙ 휇 ∙ 퐿 − 퐼
퐸

                              (1푎) 

 

 

푉 =
퐼

2 ∙ 푊. 푒. 푁 ∙ 휇 ∙ 푐푡ｇ훼

∙ 푙푛
푒 ∙ 푊 ∙ 푁 ∙ 휇 ∙ (퐿 + 퐿 ) − 퐼

퐸     

푒 ∙ 푊 ∙ 푁 ∙ 휇 ∙ 퐿 − 퐼
퐸

      (1b) 

 

 

푉 =
퐼 ∙ 푊 − 푊 − 푊 − 퐿

2 ∙ 푡훼

푊 ∙ 푒 ∙ 푁 ∙ 휇 ∙ (퐿 + 퐿 ) − 퐼
퐸

                                       (1푐) 

 

where 푊  is the accumulation region depth, 푊  is the total thickness 
of epilayer, 퐿  is the accumulation region length, 퐿 is the p-body 
length, No is the concentration of the ionized donors, 푊 = 푊 + 푊 , 
휇  is the low field mobility, 퐸 = 푣 휇⁄  Other geometric parameters 
are labeled in figure 1. 
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Figure 1: Cross section of the conventional vertical SiC 
DIMOSFET 

 
The drift region itself is assumed to be n-doped by concentration 푁  
and completely ionized. The above expressions (1) have been obtained 
by means of drift-diffusion model and the most prominent formula 
[2]. 

 

휈 =
휇 ∙ 퐸

1 + 휇
휈 ∙ 퐸

=
휇 ∙ 푑푉

푑푥
1 + 휇

휈 ∙ 푑푉
푑푥

;     퐸 =
휈
휇                                  (2) 

 

 



Journal of Electronic System and Programming                                   
 

 Volume: 1    Issue: 2     June 2019                                                                               Page 67 

Describing carriers' transport in silicon unipolar devices. This model is 
realized from equation (2) with the limited number of parameters to be 
fitted to the experimental data. It also provides the analytical treatment 
of its expressions far enough, as well as its straightforward 
implementation in more complex circuit simulation. But this model 
also suffers from serious shortcomings to be dealt with in this paper. 
First, silicon-carbide (both 4H-SiC and 6H-SiC) is known to be a 
highly anisotropic material, i. e. its transport properties, and hence 
corresponding coefficients, are different in c-direction compared to a 
and b directions. These coefficients also depend on the operating 
temperature, what begins to play an important role having on mind 
that silicon-carbide devices arc supposed to be used in the high 
temperature range. The model can also be improved by introducing 
the parameter 훽 responsible for transport characteristic 휈(퐸) fine 
tuning. The parameter itself is also anisotropic and shows the 
considerable temperature dependence [3], [4]. 

The modern literature concerning drift-diffusion model suggests 
replacing the expression (2) by a more detailed one [3]: 

 

휈 =
휇 ∙ 퐸

1 + 휇
휈 ∙ 퐸

=
휇 ∙ 푑푉

푑푥

1 + 휇
휈 ∙ 푑푉

푑푥

                      (3) 
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This formula is also consistent with the main features of hydro-
dynamic model, which is based on the Boltzmann transport equation 
and its moments leading to balance equations. Therefore, the relation 
(3) can be regarded as a product of serious theoretical consideration 
rather than the consequence of simple fitting to the experimental data. 
Once having this formula adopted, its implementation in the "drift 
region" model causes no unavoidable difficulties in its accumulation 
layer A: 

                    퐼 = 푒 ∙ 푊 ∙ 푁 ∙퐿 ∙ 휈

=
푒 ∙ 푁 ∙휇 ∙ 푊 ∙ 퐿 ∙ 푑푉

푑푥

1 + 휇
휈 ∙ 푑푉

푑푥

            (4푎) 

Straight-forward leading to expressions: 

 

                       
푑푉
푑푥

=
퐼

(푒 ∙ 푊 ∙ 푁 ∙퐿 ∙ 휇 ) − 휇 ∙ 퐼
휈

            (4푏) 

and:                        
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푉 =
퐼 ∙ 푊

(푒 ∙ 푊 ∙ 푁 ∙퐿 ∙ 휇 ) − 휇 ∙ 퐼
휈

               푐) 

The calculation of the voltage drop over varying cross-section layer B 
causes some more effort: 

퐼 =
푒 ∙ 푁 ∙휇 ∙ 푊 ∙ [퐿 + (푥 − 푉 ) ∙ 푐푡g훼] ∙  푑푉

푑푥

1 + 휇
휈 ∙  푑푉

푑푥

                       (5푎) 

and hence: 

푉

−
퐼 ∙ 푑푥

[푒 ∙ 푊 ∙ 푁 ∙휇 ∙ (퐼 + 2 ∙ (푥 − 푊 ) ∙ 푐푡g훼)] − 휇 ∙ 퐼
휈

        (5푏)

∙

 

 
 

The above expression becomes simpler after introducing a new 
variable: 

 푒 ∙ 푊 ∙ 푁 ∙휇 ∙ [퐿 + 2 ∙ (푥 − 푊 ) ∙ 푐푡g훼] = 푧                              (5푐) 

whit a result: 
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푉

=
퐼 ∙ 푡혨훼

2 ∙  푒 ∙ 푊 ∙ 푁 ∙휇
푑푧

푧 − 휇 ∙ 퐼
휈

        (5푑)

∙ ∙ ∙

∙ ∙ ∙ ∙

 

 
 
The analytical evaluation of 푉  would be possible if we used 
approximate values for coefficient 훽. But, the procedure is 
tedious and hence not worth performing. It is much more 
convenient to calculate 푉  by means of any of adequate 
software tools (MATHLAB, MATHEMATICA...). The 
expression for 푉  can be reorganized as follows: 
 

푉 =
퐼 ∙ 푡혨훼

2 ∙  푒 ∙ 푊 ∙ 푁 ∙휇
∙ ƒ 푒 ∙ 푊 ∙ 푁 ∙휇 퐿 + 퐿 − ƒ(푒 ∙ 푊 ∙ 푁 ∙ 휇 ∙ 퐿 )    (6푎) 

With the abbreviation: 

ƒ(푧) =
푑푧

푧 − 휇 ∙ 퐼
휈

                            (6푏) 

 

Similar to the accumulation layer A, the voltage drop over the 
region C can easily be calculated: 
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푉 =
퐼 ∙ 푊 − 푊 −

퐿
2 ∙ 푡혨훼

푒 ∙ 푊 ∙ 푁 ∙휇 퐿 + 퐿 − 휇 ∙ 퐼
휈

                      

 

drop over the whole drift region turns out to be: 

푉 = 푉 + 푉 + 푉                                                 (8) 
 
 
and is calculated by means of relations (4c), (5d) and (7). In each 
of these expressions, low field electron mobility 휇 , saturation 
velocity 휈  and the curvature coefficient 훽 in overall formula 
(3), play an important role. As already mentioned these 
coefficients show considerable level of anisotropy, i. e. their 
values for c - direction and for a and b directions are 
remarkably different. Same parameters also depend on 
temperature. Low field mobility has been taken from state - of - 
the art measurements and lined by the following expressions 
[4], [5]: 

휇 = 40 +
350 ∙ 푇

300
.

− 40

1 + 푇
300

.
∙ 푁

2.10
.

푐푚
푉푠                     (9푎) 

 

휇 ∥ = 48 +
1140 ∙ 푇

300
.

− 48

1 + 푇
300

.
∙ 푁

2.10
.

푐푚
푉푠                     (9푏) 
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The high field mobility parameters 휈 ,  훽 are extracted from the full 
band Monte-Carlo simulations and can be comprised by following 
formulae: 

휈 =
2.77 ∙ 10

1 + 0.23 ∙ 푒

푐푚
푠                                 (10푎) 

 

휈∥ =
2.55 ∙ 10

1 + 0.30 ∙ 푒

푐푚
푠                                 (10푎) 

 

훽 = 0.60 + 1 ∙ 10 ∙ 푇                                      (11푎) 

 

훽∥ = 0.01 + 1 ∙ 10 ∙ 푇                                      (11푏) 
 
 
The expressions (9), ( 10 )  and ( 11 )  have been inserted into ma in  
relations of the developed model ((4c), (5d) and (7)) and so far the 
drift region voltage drops in various cases have been calculated. 

3. Numerical Results and Discussion 
The model described above is accompanied with structure parameters 

used in this simulation (and usually met in the relevant references [2]): 

푊 = 400휇푚                           퐿 = 20휇푚 

푊 = 32휇푚                            퐿 = 50휇푚 
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푊 = 70휇푚                             푁 = 4 × 10 푚  
The model itself regards some general remarks: 

a) for a specific value o f drift current 퐼 , the drift region voltage 
drop 푉 i s  s t i l l  proportional to 휇  ; 

 
b) drift region voltage drop 푉 should decrease i f  saturation 

velocity vs  increased; 
c) current parameter 훽 models the shape o f the 퐼 (푉 ) 

(푉 ) characteristic and t hu s  makes a considerable 
influence on specific values. 

 
The results of the calculation performed according to the proposed 
model are given in figures 2 and 3. The figure 2 exposes the effect of 
anisotropy for different values of temperature with the main 
consequences: 

 for each value of temperature, the "normal" orientation (⊥ 푐) 
provides larger values of quasi-saturation drain current 퐼  qs 
compared to parallel orientation (∥ 푐); 

 for each value of temperature, the characteristic 퐼 (푉 ) has 
a bigger slope for small values of drain current in the case of 
"parallel" orientation (∥ 푐) than in the case of "normal" 
orientation ((⊥ 푐); 

 for higher values of drain current, the situation turns out to be 
quite different (due to the anisotropy of the curvature 
coefficient 훽) ;  the slope of the characteristic suddenly 
becomes smaller in the case of "parallel" orientation  (∥ 푐) 
compared to the case of "normal" orientation (⊥ 푐), thus 
resulting in the smaller values of quasi-saturation current for 
"parallel" orientation (∥ 푐) compared to the letter one (⊥ 푐). 
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The figure 3 shows 퐼 (푉 ) characteristic calculated for different 
values of temperature for each of the investigated orientations. In both 
cases, for the same value of drain current, the drift region voltage drop 
remarkably increases with the increase of temperature, mostly due to 
the 휇  dependence described above. 
So far only the characteristic drain current versus drift region voltage 
drop has been considered. Naturally, drain current has its upper cut-off 
caused by the channel saturation appearance. For gate voltage values 
usually met in such structures the section of the characteristic 
concerning small values of drain current (and drift region voltage drop 
consequently) is expected to play an important role. The drain current 
values comparable to quasi-saturation one (inevitably accompanied 
for greater gate voltages) appears rather as an exception. 

 

 
Figure 2a: Drain current versus drift region voltage drop- the 

influence on anisotropy (temperature=300K) 
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Figure 2b: Drain current versus drift region voltage drop- the 

influence on anisotropy (temperature=350K) 
 
 

 
Figure 2c: Drain current versus drift region voltage drop- the 

influence on anisotropy (temperature=400K) 
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Figure 2d: Drain current versus drift region voltage drop- the 

influence on anisotropy (temperature=450K) 
 

 
Figure 3a .Drain current versus drift region voltage drop for 

different values of temperature ("normal" orientation ⊥ 풄))  
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Figure 3b.Drain current versus drift region voltage drop for 

different values of temperature ("parallel" orientation ( 풄))  
 

4. Conclusions 
This paper has given its contribution to the improvement of the 
existing theory of VDIMOS by introducing more accurate transport 
model including the fine tuning curvature coefficient. By means of 
such developed model, the drift region voltage drop has successfully 
been calculated. The coefficient, as well as saturation velocity and low 
electric field mobility possess a considerable level of anisotropy, 
which mainly affected the steepness of calculated current-voltage 
characteristics. It has also been proven that the change of working 
temperature strongly affected the investigated characteristics. This 
way obtained expressions form an adequate basis for constructing 
final model of VDIMOS, i.e. unification with the model describing 
channel.  
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Abstract 

This paper, emphasis different growth techniques of two-dimensional 
hole gas of strained germanium (sGe) heterostructure, molecular beam 
epitaxy (MBE) and chemical vapor deposition (CVD).  sGe 
heterostructure has become an important material as a replacement 
material to Silicon in P-type devices because of its higher hole 
mobility and lower effective mass. Researchers study this material in 
terms of electrical and spintronic devices according to technology 
demands for devices with higher efficiency and low power 
consumption. High hole mobility up to 1 × 10 cm /Vs at temperature 
of 1.5 K has been reported for normal structure declaring high quality 
samples with low density dislocation and low interface roughness. 
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These samples were grown using Reduced Pressure Chemical Vapour 
Deposition (RP-CVD) indicating high purity system and the 
affordability of this technique in terms of electronic and spintronic 
devices. 

Keywords   Strained Germanium, MBE, CVD, High purity system. 

1. Introduction 
Although the first transistor was made of germanium (Ge), silicon (Si) 
is the main component in device fabrication mainly due to the good 
quality of the interface of Si with its natural oxide (SiO2 ), and it is 
abundant compared to Ge therefore cheaper. On the other hand, Ge 
does not possess a good interface with its natural dielectric, GeO2. 
Nevertheless, Ge is again considered as a significant  candidate for 
future Metal-Oxide-Semiconductor Field Effect Transistor 
(MOSFETs), as it has a higher bulk mobility being more than 4 times 
that of Si for holes and 2 times for electrons as seen in Table 1. 

Gordon Moore in 1965[1] has observed that  the number of transistors 
on an integrated circuit doubles approximately every couple of years, 
an observation that become known as Moore's Law. This remarkable 
feature has been achieved through a phenomenon known as scaling a 
systematic reduction of the MOSFET dimensions. Which, in turn has 
been attained by advancements in device fabrication techniques and, 
the advancements in lithographic techniques that helps in decreasing 
dimensions to be determined [1].  

The continued performance enhancements in Complimentary Metal-
Oxide-Semiconductor (CMOS) circuits cannot be achieved by scaling 
alone. Indeed, a major concern is the cost of new fabrication plants. 
However, of even greater importance could be that MOSFET 
dimensions are rapidly approaching a regime where the key device 
features consist of just a few hundred atoms. In this regime quantum 
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effects such as tunneling become significantly problematic, resulting 
in higher leakage currents and power consumption. There are many 
materials with intrinsically superior electrical properties compared to 
silicon, which have found roles in the market applications such as 
optical devices and the high frequency components of mobile 
communication devices. One of the most promising materials is 
Germanium (Ge).  

Strained Si technology has been extensively used to improve the 
performance of advanced Si integrated circuit recently. However, due 
to the strong demand of high drive current to increase circuit speed, Si 
has reached its limit especially in p-type MOSFET. For that reason, 
sGe becomes a promising alternative to Si CMOS devices. 
Introducing strain to Ge leads to the effective mass reduction and 
mobility enhancement. The strain also splits the heavy_light hole 
bands further reducing the (100) in plane effective mass and the 
interband scattering as well [2]. High dielectric constant materials 
should be applied between the gate and the substrate such as SiO2 and 
HfO2 in terms of minimising the power consumption of MOSFETs 
that accounted for gate current leakage [1]. Germanium has emerged 
as a good alternative to silicon in terms of p-type MOSFETs because 
it comes from the same IV group as Si, but with a smaller bandgap 
(0.67eV) and significantly higher hole mobility as shown in Table (1). 

High hole mobility devices required a good hole confinement in Ge 
layer, since the latter grown directly on Si is just thermally stable 
below 1nm thickness, which is not suitable for device application. 
Introducing SiGe layer virtual substrate (VS) on Si helps to increase 
the thickness of Ge layer and improves the hole confinement. This 
paper aims to introduce some of a significant research area in 
modulation doped strained Ge heterostructures in terms of improving 
the quality of the structure by employing different growth techniques, 
and investigating their effect on structural characterization such as 



Journal of Electronic System and Programming                               
 

 Volume: 1    Issue: 2    June 2019                                                                                Page 86 

channel thickness, strain and scattering mechanism of the carriers in 
Ge quantum well. 

Table 1:  Si, Ge and GaAs selected property comparison at 300K 
 Si Ge GaAs 

Mobility(cm2/Vs) µe=1500 

µh=450 

µe=3900 

µh=1900 

µe=8500 

µh=340 

Lattice constant 
(Aº) 

5.431 5.646 5.653 

Energy Gap (eV) 1.12 0.67 1.42 

Intrinsic carrier 
concentration 
(cm3) 

1.0 × 10  2.0 × 10  2.1 × 10  

 

2. Discussion  

The key growth technique for Heterostructures including strained 
Germanium quantum well is Molecular Beam Epitaxy (MBE) and 
Chemical Vapor Deposition (CVD). Regarding to the requirement of 
high mobility devices that raise their speed and performance, scientists 
attempt to acquire high quality material with few defects. Different 
efforts have been made to investigate the most effective growth 
technique to give low treading dislocation density, low surface 
roughness and the highest mobility. There are two main ways of 
epitaxial growth:  

The main characteristic of the MBE growth technique [3, 4] is that it 
has independent control of growth parameters, low controllable growth 
temperatures enabling minimisation of solid state out diffusion and 
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auto doping, also the low growth rates and shutter control permits thin, 
highly uniform layers to be grown. Whilst solid source MBE (SS-
MBE) has demonstrated high wafer uniformity and ultra-sharp doping 
profiles, the method does have some limitations. A major limitation is 
the lack of in-line calibration is particularly missed during the growth 
of thick (several microns) epilayers and arises from the depletion of the 
solid-source material. Typically, for the growth of SiGe epilayers, the 
solid atomic sources are evaporated via electron beam impingement. 
However, as the sources are consumed material flux calibrations are 
required on a rather frequent basis which is time consuming. SS-MBE 
is therefore quite a slow growth process and is mainly reserved for 
research rather than industry. 

CVD procces offers high growth rates, simultaneous growth of wafers, 
and it is more stable and reproducible for thick structures, a gas 
containing the material wished to be deposited, known as a 
"precursor", is passed over a heated substrate [5]. Under the correct 
conditions the gas will chemically react with the substrate and deposit 
epilayers. The standard chemical gases used for the SiGe system are 
silane and germane, which are passed down a furnace tube using a 
carrier gas, typically hydrogen. In addition, the growth of thick layers 
is possible since the gas sources are effectively infinite and the gas 
ratios can be constantly maintained and monitored throughout the 
growth via the use of mass flow control units. It is therefore the 
technique favoured by industry, and the major different between these 
two Technique are summarized in Table 2. 
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Table 2: The major different between CVD and MBE growth technique 

CVD MBE 

Pressure around 0.5-760 torr 

 

Requires UHV with Pressure 
below 

 10-8 torr 

High growth rate 

 

Low growth rate (1 atomic 
layer or less at a time) = high 

uniform layers 

Useful for experiments and 
mass production 

Useful for research lab 
experiments 

 

 

Growth technique is the main responsible parameters to get an optimal 
characterisation in the samples, that affects the purity of the channel, 
the defects like surface and interface roughness, threading dislocation 
density (TDD )and the accuracy of the layers thicknesses. These 
parameters reflects on the electrical characterisation such as carrier 
mobility and sheet density, as well as, the optical properties. The 
transport properties of the two dimensional hole gas in sGe quantum 
well (QW) have been the focus of intensive research for many years 
because of its potential for device applications. Both low temperature 
(LT) [5, 6-10] and room temperature (RT) [11-19] measurements have 
been performed in order to obtain a better understanding of the 
fundamental physics behind these transport properties. 

To obtain an improved electrical performance for sGe, a high purity Ge 
QW needs to be grown on a Ge-rich buffer layer with a low defect 
density. Hole mobilities at RT of up to 3000 cm2 /V s [10, 12, 15, 17, 
19] have been reported for structures grown via Low Energy Plasma 
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Enhanced Chemical Vapour Deposition (LEPE-CVD) [19, 20] and SS-
MBE [13, 17]. However, growth by the Reduced Pressure Chemical 
Vapour Deposition (RP-CVD) utilizing a low growth temperature 
methodology has enabled a pure sGe QW (Si concentration less than 
0.01 at.%) [11] to be grown, leading to the highest reported hole 
mobility to date for sGe at 10 K (1.1 × 106 cm2 /V s at a sheet density 
of 3 × 1011 cm-2 [6], while at the room temperature (RT) mobility 
extracted  using a simulation methods helps to analysis the data and 
defined the mobility and sheet density of the channel excluding the 
carriers in the parallel channels. Mobility of (3.9 ± 0.4) × 103 cm2 /V s 
was determined by maximum entropy-mobility spectrum analysis 
(ME-MSA) for a sheet density (ps)                9.8 × 1010 cm-2, and by 
using another method for mobility simulation (Bryan’s Algorithm 
Mobility Spectrum  (BAMS)) mobility of (3.9 ± 0.2) × 103 cm2 /V s for 
a sheet density (ps) 5.9 × 1010 cm-2 has extracted which confirmed the 
high RT mobility for this structure [21]. More higher mobility at RT of 
4230 cm2 /V s for a sheet density (ps) 1 × 1011 cm-2 has determined 
using the ME-MSA technique by Myronove et al [22]. These results 
were the highest mobility reported for mobility at room temperature as 
seen in Figure 1. 
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Figure 1: Room temperature hole mobility of strained germanium 

devices grown by different growth technique. 

(LEPE-CVD) [5] which is considered as a good choice for a high 
growth rate 10 nm/s. Strained germanium modulation doped structure 
result in a high hole mobility of                       1.2×105  cm2 /Vs at 
temperature of 2 K with a sheet density of 8.5×1011 cm-2, which was 
thought to be due to the high quality structure, with low interface 
roughness compared to other techniques[5]. By optimizing this method 
(LEPE-CVD) for appropriately chosen plasma densities and substrate 
temperatures, abrupt interfaces can be achieved on both sides of the Ge 
channels. Additional hydrogen is supplied to the reactive gases, even 
for channel widths above the critical thickness for dislocation 
formation and it ended with high mobility 9×104 cm2 /Vs at sheet 
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density 6×1011 cm-2 at 4.2 K[38]. It has been seen that LT processing 
below 600°C is essential for high performance devices to avoid Si-Ge 
interdiffusion at high temperature at the Ge/SiGe interface. Annealing 
at temperatures above 600°C causes a reduction in mobility and an 
increase in the sheet density of the structure under study. Moreover, Ge 
layers beyond the critical thickness easily relax when the annealing 
temperature is increased above 500°C. 

Surface roughness is an important parameter to get high mobility 
samples and for the inverted structure it has more effect on the top of 
the channel, for this reason increasing the thickness will drop its effect 
which separate the roughness from the carriers that located near the 
bottom of the channel [23]. Introducing two steps LT buffers account 
for no significant different between the mobility of normal and 
inverted structure, which shows mobility at low temperature of 
1.4 × 10 cm /Vs and 1.3 × 10 cm /Vs  respectively [4] owing to 
the  smooth surface compared with Ge structure on graded buffer 
layers. in terms of enhance mobility(higher than 3000 cm2/Vs at room 
temperature) and reduce surface roughness for samples fabricated by 
LEPECVD, they suggest more optimisation for the growth 
temperature [18]. Another kind of  CVD growth mechanism, used by 
Myronov et al [21], is (RP-CVD) with a reverse linearly graded 
buffer, which improves the root mean square (rms) surface roughness 
to about 1.5 nm with TDD of 2×106 cm-2 . This is comparable to that 
achieved by LEPE-CVD with a thinner virtual substrate (VS) (3µm to 
reach 80% Ge), in comparison to the VS grown by LEPE-CVD (above 
10µm to reach 80% Ge). 

Symmetric doping modify the Ge QW valance band energy from 
triangular like to rectangular like that increase mobility of room and 
low temperature by 3.3 and 1.7 times its previous values, respectively 
as reported by Myronov et al [15]. However, in another study 
symmetric doping produces two subband energy in quantum well that 
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increase the interband scattering which drastically reduce the hole 
mobility [8]. The mobility of two dimensional hole gas (2DHG) for 
sGe channel has been studied heavily by researchers [6, 9, 11, 13, 18, 
24-27]. However, the significant enhancement in mobility of sGe 
channel has reported by  Dobbie et al [6] using RP-CVD, and in the 
same time the highest mobility for two dimensional electron gas in sSi  
was revealed to be (1.6 − 2) × 10 cm /Vs  [28] as shown in Figure 2.  

Figure 2: Low temperature hole mobility of strained germanium 
devices grown by different growth technique. 

These high mobilities open a new field of characterisation for 2DHG in 
sGe such as fractional quantum Hall effect and spin splitting effect 
properties. The investigation of Rashba spin splitting in 2DHG of sGe 
materials has opened the door of using these materials in spintronic 
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devices [30-33] . The zero field spin splitting  raises from bulk or 
structural inversion asymmetry (BIA and SIA respectively), BIA is 
excluded in Ge because of its crystal symmetry and only SIA   has 
been observed in sGe samples (Figure 3) in low magnetic field of 
magnetoresistance [29]. The fractional quantum Hall effect  has also 
been investigated in high magnetic field and showed optimistic result 
for devices with high mobility [34], The different growth techniques 
show also significant mobility anisotropy in different growth 
orientations that explains the mobility different in the same sample 
with different orientation [35]. 

Fig 3. magnetoresistance as a function of magnetic field for sGe 
channel sample shows Rashba spin splitting for both temperatures 

300 mK and 500 mK. 
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 Li et al [36]  attempts to get high quality samples using MBE, which 
investigated a low temperature technique (LT-MBE)  for Si0.7Ge0.3 on 
Si (001) and found that using this process gives a lower (TDD) in the 
order of 105 cm-2 for a smaller overall layer thickness and smother 
surface. This development in the quality of the structure was an 
excellent motivation for Ueno et al [4, 37] who applied a low 
temperature buffer (Si0.3Ge0.7) for p-type sGe channel to examine the 
effect of this method on the properties of a Ge channel. Two paths 
were followed to grewthe sample; one and two step LT techniques and 
employing SS-MBE. They found that the two step LT buffer produced 
a single period of surface roughness with a 10 nm amplitude whereas 
the one step LT technique produced many periods. The one step 
process Leads to a higher drop of mobility, whilst the two step LT 
buffer generated a high mobility at room temperature (1700 cm2 /Vs) 
because of the low TDD (1×105 cm-2), small surface roughness (1-3 
nm), and almost total relaxation (>95%). 

Sawano et al found out that sheet density enhancement with 
temperature  depend on the growth technique of SiGe buffer carrier 
[7]. Structures grown by LT buffer has a higher increase in sheet 
density than the structure grown with graded SiGe buffer at higher 
temperature, in other words, the effect of conduction layer is higher 
for LT SiGe buffer. Also they found that GS-MBE is better for 
fabricating SiGe layer, because SS-MBE generate an accepter like 
point defect which is a source of parallel conduction, furthermore, 
these defects is a significant reason for current leakage in MOS 
devices. 

The effect of Ge channel thickness on SiGe (VS) has been studied by 
Irisawa et al[13] where they reported that the optimised channel 
thickness is 7.5 nm for high mobility strained germanium channel on 
Si0.3Ge0.7. Reducing the channel thickness less than that will drop the 
mobility dramatically, owing to the boost of the effect of surface 
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roughness, whereas increasing channel thickness, reduces the mobility 
because of strain relaxation[23]. Nevertheless, strain relaxation on 
graded SiGe buffer could be controlled using LT technique with 
chemical mechanical polishing (CMP). This structure experiences a 
good improvement in mobility by reducing the effect of interface 
roughness. Therefore, more reduction in channel thickness does not 
influence the mobility [38,40,41].  

To enhance the performance of the structure in terms of reduced 
doping, Ge segregation, and reduced surface roughness, researchers 
have also attempted to apply a combination of two growth methods 
such as  LEPE-CVD and SS-MBE techniques [39]. This resulted in a 
large increase in room temperature mobility, 2700 cm2 /Vs at sheet 
density 1x1012 cm-2, as well as a significant improvement in the 
conductance that is important for device applications. 

3. Conclusion 
In summary, different growth techniques have been discussed for 
2DHG sGe heterostructure and important different in the structures 
properties are reviewed. It has been shown that RP-CVD technique 
produces a high purity sample with low treading dislocations and low 
interface roughness, which result in high mobility reached of 1 ×
10 cm /Vs  at sheet density of 3 × 1011 cm-2   at low temperature 
which states clean and pure system of growth with very low 
contamination allows for new feature that make sGe as an important 
material in the field of electronic and spintronicdevices. 
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Abstract 

Wheel and rail reprofiling costs millions of dollars around the world. The 
wheel/rail roughness is one of the important parameter which be able to 
effect on wheel/rail wear. The use of an artificial neural network to predict 
the wheel/rail roughness parameters can help to improve the design of the 
wheel/rail profiles. Wheel/rail roughness can define as the shorter frequency 
of real wheel/rail surfaces relative to the troughs. There are several 
roughness parameters, but the arithmetical mean roughness (Ra)  is the 
common parameter, it is indicating the average of the absolute value along 
the sampling length. In this paper, both rail and wheel roughness were 
measured experimentally using Alicona profilometer and replica material, 
then, the arithmetical mean height of the wheel and rail was predicted using 
artificial neural networks. The results showed that the neural network 
predicted the wheel and rail roughness parameter efficiently.    

Keywords: Wheel/rail roughness, artificial neural network, Matlab, 
roughness parameters, Alicona profilometer, and replica material.   
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1. Introduction to Railway System 
1.1 Railway System 
The railway train running along a track is one of the most complicated 
dynamical systems in engineering. Bogie is one of the most important 
part on the railway system. It consists of the following parts: wheelset, 
axle box, wheels, suspension, elastic elements, and damping. The 
wheelset comprises two wheels rigidly connected by a common axle. 
The wheelset is supported on bearings mounted on the axle journals. 
The wheelset provides the necessary distance between the vehicle and 
the track, the guidance that determines the motion within the rail 
gauge, and the means of transmitting traction and braking forces to the 
rails to accelerate and decelerate the vehicle. The design of the 
wheelset depends on the type of the vehicle, the type of braking 
system used, and the construction of the wheel centre and the position 
of bearings on the axle. The axle box is the device that allows the 
wheelset to rotate by providing the bearing housing and also the 
mountings for the primary suspension to attach the wheelset to the 
bogie or vehicle frame. The axle box transmits longitudinal, lateral, 
and vertical forces from the wheelset on to the other bogie element. 
The wheels and axles are the most critical parts of the railway rolling 
stock. Mechanical failure or exceedance of design dimensions can 
cause derailment. Solid wheels have three major elements: the tyre, 
the disc, and the hub, and mainly differ in the shape of the disc. The 
suspension is the set of elastic elements, dampers and associated 
components which connect wheelsets to the car body. If the bogie has 
a rigid frame, the suspension usually consists of two stages: primary 
suspension connecting the wheelsets to the bogie frame and secondary 
suspension between the bogie frame and the bolster or car body [1]. 
The elastic elements (springs) are components which return to their 
original dimensions when forces causing them to deflect are removed. 
The Damping is usually provided in railway vehicle suspension by the 
use of viscous or friction damping devices [1]. 
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1.2 Railway Track 
The typical shape and construction profiles of a ballasted track are 
illustrated in Figure (1). The rail track sleeper is used to transmit the 
wheel load to the ballast medium. In addition, it has functions such as 
maintaining track alignment and gauge, restraining longitudinal and 
lateral rail movements, and providing strength and stability to track 
structure. The rail joints are used to join rails depending on the 
required position of the rails [2].  
 

 
Figure 1: Rail track components and their arrangements [2] 

 
1.3 Wheel Set  
The wheel set is placed attached to the railway bogie. Bogie is a 
structure underneath a train to which axles and hence wheels are 
attached through bearings. Bogies are classified according to their 
configurations in terms of the numbers of axles, the design and 
structure of the suspension systems [2]. Generally, the railway wheel 
set has 6 degrees of freedom broadly classified as translational and 
rotational degrees of freedom parts such as in Figure (2). The 
translational degrees of freedom comprise three components that is 
translation along: X-axis, Y-axis, and Z-axis.  
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Figure 2: Wheel set degrees of freedom [2] 

1.4 Rail  
Railway lines are made of straight sections and curves. Train driving 
on the curves essentially differs from that one on straight sections. On 
the curves railway gauge is widened (when curve radius is less than 
350 m). Rails are longitudinal steel members that are placed on spaced 
sleepers to guide the rolling stock. Support of traffic load and 
guidance of vehicles are the two main tasks of the rails. For both tasks 
the correct contact geometry between wheel and rail is essential. In 
addition to that rails are used to accommodate and transfer the 
wheel/axle loads into the supporting sleepers. The most commonly 
used profile is flat-bottom rail and is divided into three parts such as in 
Figure (3) [2]: 

 
Figure 3: Flat bottom rail parts [2] 
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1.5 Rail-Wheel Interaction  
The dynamic behavior of railway vehicle is greatly affected by the 
rail-wheel dynamic interactions. This interaction (wheel/rail) mainly 
depends on wheel/rail contact geometry. The changes in contacting 
geometry of rail/wheel depends on different parameters like the 
variation of wheel and rail profile, track gauge, rail inclinations, 
railhead surface irregularities, and flexibility of rail support. The main 
parameters influencing the wheel rail contact geometry are the profiles 
of wheels and rails, rail inclination and track gauge [2]. Figure (4) 
shows the general wheel rail interactions from the front and side view 
respectively. 
 

 
Figure 4: Front views (A), and side view (B) of wheel/rail contact 

interface [2] 
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1.6 Wheel/Rail Wear 
The profile change of rails on curves makes a large contribution to 
track maintenance cost. The profile change on wheels can also be 
significant, especially on a curved track. Damage mechanisms such as 
wear and plastic deformation are the main contributors to profile 
change. Another growing problem for many railways is rolling contact 
fatigue. Wear is the loss or displacement of material from a contacting 
surface. Material loss may be in the form of debris. Material 
displacement may occur by transfer of material from one surface to 
another by adhesion or by local plastic deformation. There are many 
different wear mechanisms that can occur between contacting bodies, 
each of them producing different wear rates. Wheel/rail wear is shown 
in Figure (5).  
 

 
Figure 5 Form change of wheel and rail from the Stockholm test 

case [1]. 
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1.7 Roughness Parameters: 
Roughness average ( 푅  ), it called centre line average value or 
arithmetic average. Among Height Parameters, the roughness average 
(Ra) is the most widely used because it is a simple parameter to obtain 
when compared to others. The roughness average is described as 
follows [3]:   

푅 =     ∫ |푍(푥)|                                                    (1) 
 

Where 푍(푥) is the function that describes the surface profile analyzed 
in terms of height (푍) and position (x) of the sample over the 
evaluation length “퐿” , such as in Figure (6).  

  

 
 

Figure 6: Profile of a surface (Z). It represents the average 
roughness Ra [3] 
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2. Artificial Neural Networks (ANN) 
2.1 Introduction to Neural Networks   

Artificial neural networks (ANN) are, as their name indicates, 
computational networks which attempt to simulate, in a gross manner, 
the networks of nerve cell (neurons) of biological (human or animal) 
central nervous system [4]. An ANN consists of interconnected 
processing units. The general model of a processing unit consists of a 
summing part receives N input values, weights each value, and 
computes a weights sum. The weighted sum is called the activation 
value. The output part produces a signal from activation value [5]. The 
use of neural networks offers the following useful properties and 
capabilities Nonlinearity, input-output mapping, adaptively, evidential 
response, contextual information, fault tolerance, uniformity of 
analysis and design, very large scale integrated implement ability, and 
neurobiological analogy [6].  
The activation function is illustrated in Figure (7).  

 
Figure 7: A Neural Net Perceptron [7] 
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As shown in Figure 7, perceptron consists of the following five 
components [7]: 
Inputs: X1, X2, and X3; weights: W1, W2, and W3; potential:  
푌(푛) = ∑ 푊 푊 ; activation function: g(Z); and the output:  

Y = g(Z). 
 
Although theoretically any differential function can be used as an 
activation function, the sigmoid function is the most commonly used. 
Figure (8) shows the sigmoid activation function. 

 
Figure 8: A Sigmoid Activation Function [7] 

 
In practice, the most common sigmoid activation function is the 
logistic function that maps the potential into the range 0 to 1. The 
sigmoid function (also known the logistic function) is defined in the 
general form [7]: 

푓(푥) =                                                        (2) 
Since 0 < g(Z) < 1, the logistic function is very popular for use in 
networks that output probabilities. 
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2.2 The Multilayer Perceptron Neural Network  
Multilayer perceptron network is an important class of neural 
networks. The network consists of a set of sensory units that constitute 
the input layer and one or more hidden layer of computation modes. 
The input signal passes through the network in the forward direction. 
The network of this type is called multilayer perceptron (MLP). The 
Multilayer perceptron are used with supervised learning and have led 
to the successful backpropagation algorithm. The disadvantage of the 
single layer perceptron is that it cannot be extended to multilayered 
version. In multilayer networks there exists a nonlinear activation 
function. The widely used non-linear activation function is logistic 
sigmoid function. The MLP network also has various layers of hidden 
neurons [8]. Figure (9) illustrates the architecture of the multilayer 
perceptron [9].    

 
Figure 9: Organization in layers of the multilayer perceptron [9]   
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1.3 Feedforward neural network  
Feedforward neural network is consists of a layered structure with 
information following from the inputs, at the bottom of the diagram, 
to the outputs at the top such as in Figure (10) [10].    

 
Figure 10: Simple feedforward neural network [10] 
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3. Prediction of the of wheel/rail roughness parameters 

using artificial neural network 
The twin disc rig, replica material, and Alicona profilometer shown in 
Figure (11) were used for wheel and rail arithmetic average roughness 
( 푅  ) measurement such as shown in Table (1), and then, the neural 
network was used for wheel/rail arithmetic average roughness 
prediction.  
 

 
Figure 11: The twin disc rig, replica material and Alicona 

profilometer 
 

Matlab toolbox used to design and training the neural network, and 
then, it was used to predict the arithmetic average roughness ( 푅  ). 
The inputs of the neural network were load, speed, yaw angle, test 
time, and wheel/rail profile; while the output of the neural network is 
the arithmetic average roughness ( 푅  ). The load was changed from 
1000N to 4000N in steps of 100N, the speed was 660rpm, the yaw 
angle was 0.4degree, and the test time was 10min. The wheel/rail 
profiles were measured using Alicona profilometer.  
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Figure (12) shows the neural network toolbox used to predict the 
arithmetic average roughness.  

 
Figure 12: MATLAB training window 

 
 
 



Journal of Electronic System and Programming                               
 

 Volume: 1    Issue: 2     June 2019                                                                          Page 116 

Table 1 shows the wheel/rail arithmetic average roughness measured 
using Alicona profilometer, and predicted using neural network.   

 
Table 1 Arithmetic average roughness (wheel/rail) measured using 

Alicona profilometer, and predicted using neural network   

 
 
The MAPE for wheel roughness was equal to 0.84%; therefore, the 
accuracy of NN model was 99.16%. 
The MAPE for rail roughness was equal to 0.94%; therefore, the 
accuracy of NN model was 99.06%.  
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Figure (13) shows the arithmetic average roughness actual, and 
predicted using neural network (for wheel surface).  
 

 
 

Figure 13: Arithmetic average roughness measured, and predicted 
using neural network (for wheel surface) 

 
 
 
 
 
 
 
 
 
 
 



Journal of Electronic System and Programming                               
 

 Volume: 1    Issue: 2     June 2019                                                                          Page 118 

Figure (14) shows the arithmetic average roughness measured, and 
predicted using neural network (for rail surface).  
 

 
Figure 14: Arithmetic average roughness measured, and predicted 

using neural network (for rail surface) 
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As an example, Figure (15) shows the MATLAB performance plot, it 
shows a good performance for the neural network during roughness 
parameter prediction.  
 

 
 

Figure 15: MATLAB performance plot for wheel roughness  
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4. Discussion and Conclusion  
The percentage error for wheel and rail roughness parameter 
prediction was calculated, and the results show good prediction of 
wheel and rail roughness parameter in term of percentage of error, 
where the wheel and rail roughness parameter predicted using the NN 
was close to wheel and rail roughness parameter measured.  

The MAPE for wheel roughness was equal to 0.84%, then, the 
accuracy of NN model was 99.16%; while the MAPE for rail 
roughness was equal to 0.94%, then, the accuracy of NN model was 
99.06%. Therefore, the accuracy of the artificial neural network model 
was between 99.06% and 99.16%; (for unseen data). 

The wheel and rail roughness can have established using the replica 
material and profilometer methods presented in this paper and 
compared with the results from the neural network techniques. The 
major finding in this work is that the Alicona profilometer can be used 
for wheel and rail roughness measurements. The replica material and 
Alicona profilometer are effective tools for the wheel and rail 
roughness measurements. An advantage of using the replica method is 
that it is a permanent record of wheel and rail roughness.  

The neural network is an effective tool for the wheel and rail 
roughness prediction. This work can be used to promote the use of 
predictive maintenance strategies by railway operators. It can for 
example help in understanding remaining life of wheels or rails and in 
planning of maintenance interventions.      
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Abstract 

MANET is a collection of wireless nodes that can dynamically form a 
network to exchange information without using any pre-existing fixed 
network infrastructure. In an Ad-Hoc network nodes cooperate to 
maintain network connectivity and perform various functions 
including routing. This paper focuses on two flat routing protocols the 
reactive Ad- Hoc on Demand Distance Vector Routing protocol 
(AODV), and the proactive Destination-Sequenced Distance-
Vector Routing (DSDV).Where a comparison between these two 
protocols was done using the well-known Network Simulator 2 (NS2). 

Keywords: Ad-Hoc Network, mobile nodes, Network Simulator 
2(NS2)  

 

1. Introduction 
The rapid growing of using mobile devices (e.g. laptops, mobile 
phones, personal digital assistants [PDAs]) in the recent years has 
made a need of some system or network that collect these omnipresent 
devices together, therefore people can get access the electronic 
platforms and searching for the information they need wherever and 
whenever they might be [1].The nature of these omnipresent devices 
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makes Mobile Ad-Hoc networks (MANETs) the most appropriate 
solution for such as this situation. 

Mobile Ad-Hoc networks (MANETs) are independent systems which 
contain a collection of mobile devices that communicate each other 
over wireless connection. They are self-organized and self-controlled 
infrastructure-less networks. In this type of network each device is 
equipped with a wireless vector and receiving system which allows it 
to communicate with other devices over wireless channels. All devices 
can behaviour as routers to guarantee data packets to be arrived to 
their final destination. Which means that, ad-hoc networks allow for 
multi-hop transmission of data packets between devices out of the 
transmission range of each other .These networks can be created or 
deployed in any place and at any time because they are decentralized 
and they not need any existing network infrastructure. These networks 
have been using by different community users such as military, 
researchers, business, students, and emergency services [2]. 

Ad-hoc network routing protocols can be divided into proactive, 
reactive and hybrid routing [3]. A proactive routing protocol is also 
called "table driven" routing protocol. Using a proactive routing 
protocol, nodes in a mobile ad hoc network continuously evaluate 
routes to all reachable nodes and attempt to maintain consistent, up-to-
date routing information, the Destination-Sequenced Distance-
Vector (DSDV) protocol is an example of proactive routing protocols. 
However, the property of reactive routing protocols only requests a 
route when it is needed, and does not require mobile nodes to maintain 
routes to unreachable destinations [4]. The Ad hoc on-demand 
Distance Vector routing (AODV) is an another example for reactive 
routing protocols for mobile ad hoc networks. 

These protocols have varying qualities for different wireless routing 
aspects. It is due to this reason that choice of a correct routing protocol 
is critical. In this paper a simulation model of a simple Ad-Hoc 
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network is done using two flat routing protocols the reactive  Ad- Hoc 
on Demand Distance Vector Routing protocol (AODV), and the 
proactive Destination-Sequenced Distance-Vector Routing (DSDV) 
these two protocols has been chosen to be experimented which one  
performs better during the run of the simulation. 

This paper addresses the question. ‘Which routing protocol provides a 
better performance in Mobile Ad hoc Networks?’ This question 
addresses the overall performance of the two routing protocols 
investigated in this research. 

The Network simulator 2 (NS2) is used to do the simulation and the 
result is focused on the throughput , the routing overhead and the 
packet loss with same number of nodes and mobility level for both 
AODV and DSDV routing protocols.    

2.  Literature Review 
Balram Swamia and Ravindar Singh [11] states that DSDV is a table 
driven routing and this protocols manage the route information in 
tables and that route information is broadcast to other neighbours 
through this method DSDV reduces the route detection time periods. 
DSDV is less energy consumption in mobile communications. OWL 
is on demand routing protocol which uses the DFS instead of RREQ. 
The main feature of OWL is less energy and time ingesting in route 
discovery it includes few nodes in route detection procedure and 
remaining nodes are able to accepts other route request by this reduce 
the interruption and recover the delivery ratio.  

A.A. Chavana , Prof. D. S. Kurule and Prof. P. U. Dere [12] defined 
that routing protocols DSDV and AODV are tested in deferent terms 
PDR, overhead and end to end delay. AODV is superior to DSDV. 
These protocols compare in different terms routing overhead, PDR 
and throughput. DSDV is a table driven routing and this protocols 
manage the route information in tables and that route information is 
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broadcast to other neighbours through this method DSDV minimize 
the path discovery time periods. When some node needs to drive any 
data to its destination, it firstly checks the table to decide if it has route 
to final node, if sure then it transfer the data packet to next hop node. 
If not sure then it begins a route detection process that is path 
discovery and path maintains process. AODV performance is affected 
by black hole attack.  

V. Rajeshkumar, P.Sivakumar [13], presents a performance 
comparison and study of reactive and proactive protocols AODV, 
DSR and DSDV based on metrics such as throughput, control 
overhead ,packet delivery ratio and average end-to-end delay by using 
the NS-2 simulator. They conclude that AODV performance is the 
best considering its ability to maintain connection by periodic 
exchange of data’s. As far as Throughput is concerned, AODV and 
DSR perform better than the DSDV even when the network has a 
large number of nodes. Overall, their simulation work shows that 
AODV performs better in a network with a larger number of nodes 
whereas DSR performs better when the number of nodes is slight. 
Average End-to-End Delay is the least for DSDV and does not change 
if the number of nodes is increased. Thus, they find that AODV is a 
viable choice for MANETs. 
 
3. Ad Hoc Network Routing Protocols Classification 
There are many measures to be followed when designing and 
classifying routing protocols for a network. For example, what routing 
information is exchanged between hosts, when and how the routing 
information is exchanged, when and how routes are computed, etc. 
mainly, for ad hoc networks, routing protocols may be classified 
according to the routing strategy, which is, proactive (also known as 
table-driven) and reactive (known as on-demand), or they can be 
classified according to the network structure underlying routing 
protocols as it shown in figure (1) [5]. 
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Figure 1: Classification of ad hoc routing protocols 

3.1 Flat Routing 
Flat routing approaches follow a flat addressing where all nodes in a 
network are at the same level and have the same routing functionality. 
Flat routing schemes generally can be divided into two classes 
proactive and reactive. Proactive protocols purpose to find and 
maintain consistent, up-to date routes between all source destination 
pairs regardless of the need or the use of suchlike routes here routing 
strategies are either link state or distance vector. But in reactive 
protocols routes are created only when a source device request them 
and data forwarding is accomplished according to source routing or 
hop by- hop routing [6]. 

3.2 Hierarchical Routing 
Hierarchical routing is another possible routing approach for mobile 
ad hoc networks, in contrast of flat routing where every device knows 
about every other device in the topology, in this routing protocol, each 
device knows only about those devices in its level, and for all other 
destinations outside its level it forwards the packets to the border 
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router of its level. As following the per-mentioned classification four 
types of this routing protocol will be explained, these are, Hierarchical 
State Routing (HSR), Clusterhead-Gateway Switch Routing (CGSR), 
The Zone Routing Protocol (ZRP), and Landmark Ad Hoc Routing 
Protocol (LANMAR). 

3.3 Geographic Position Assisted Routing 
Geographic Position Assisted Routing protocols are another routing 
approach that should be indicated as they can be implemented in ad-
hoc networks, and as they use different strategies to work. These 
protocols unlike other protocols use geographical addresses instead of 
link-specific addresses such as IP-addresses to find path from source 
to destination. 

4.  Comparison of AODV and DSDV 
When a node using an on-demand protocol desires a route to a new 
destination, it will have to wait until such a route can be discovered. 
This feature, although useful for datagram traffic, incurs substantial 
signaling traffic and power consumption. Since both bandwidth and 
battery power are scarce resources in mobile computers, this becomes 
a serious limitation.  

4.1 The Ad hoc On-Demand Distance Vector (AODV)  
is a reactive routing protocol [7]. That means it tries to find a route 
when it is needed. AODV is intended for use by mobile devices in an 
ad-hoc network, it enables dynamic, self-starting, multi-hop routing 
between participating mobile devices wishing to establish and 
maintain an ad- hoc network.  AODV allows mobile devices to find 
routes quickly for new destinations, and does not require devices to 
maintain routes to destinations that are not in active communication.  

Routing Tables: For each routing table the following information have 
to be contained: 
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 Destination 

 Next hop 

 Number of hops 

 Destination sequence number 

 Active neighboring devices for this route 

 Expiration time for this route table entry 

 Expiration time, (is also as lifetime), is reset each time the 

route has been used. The new expiration time is the sum of the 

current time and a parameter called active route timeout. 

Ad Hoc On-Demand Distance Vector Routing (AODV): AODV [8] is 
essentially a combination of both DSR and DSDV. It borrows the 
basic on-demand mechanism of Route Discovery and Route 
Maintenance from DSR, plus the use of hop-by-hop routing, sequence 
numbers, and periodic beacons from DSDV. It uses destination 
sequence numbers to ensure loop freedom at all times and by avoiding 
the Bellman-Ford ”count-to -infinity” problem offers quick 
convergence when the ad hoc network topology changes In this 
research paper we attempted to present an overview of two main 
categories of mobile ad-hoc routing protocols and performance 
comparison of both the protocols based on Random way point model 
and the simulation of two routing protocols focusing on their 
differences in their dynamic behaviours that can lead to performance 
differences. 

4.2 Destination Destination-Sequenced Distance Vector (DSDV) 
DSDV is a Routing Algorithm which is based on the classical 
Bellman-Ford routing algorithm. DSDV can prevent the routing loops. 
These routing protocols work to discover routes before they are 
needed that is why these types of protocols called Proactive. Each 
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node maintains a routing table in which there are possible destinations 
and possible number of hops for every destination is stored. It also 
store time between first and best announcement of a path. It also slows 
down updates if it seems to be unstable. This decision is based on the 
stored time values the nodes with this routing protocol only know the 
next hop to destination so these protocols are Table Driven. All nodes 
with DSDV run identical algorithms so these protocols are Flat 
protocols. Physical location of the nodes is unknown so DSDV is a 
non-location based protocol. 

One of the proactive or table-driven mobile ad-hoc networks protocols 
is Destination-Sequenced Distance Vector (DSDV) [9] which is based 
on the idea of the classical Bellman-Ford routing algorithm with some 
enhancements.  

In Destination-Sequenced Distance Vector protocol each and every 
node maintains a routing table that stores all potential destinations 
with number of hops required to access the destination and the 
sequence number that is allocated by the destination node. So a 
routing table in DSDV includes:  

- Potential destinations  

- Number of hops  

- Sequence number  

Table (1) Sample DSDV Routing Table 

Destination 
Address  

Metric  Address of Next 
hop  

Sequence no.  

Host 1  2  Host 2  Seq 1  

Host 2  1  Host 2  Seq 2  
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5.  Simulation Modelling 

5.1 Network Simulator 2 
The well-known Network Simulation (NS2) version ns-allinone2.28 
has been used to do this simulation. NS2 is an event driven simulation 
tool that can simulate wired and wireless networks effectively as well 
as it can evaluate their functions and protocols (e.g., routing 
algorithms, TCP, UDP) [10]. 

5.2 Simulation Modelling in General 

As shown in table (2) for this study a simulation of a virtual 
environment of 200 * 200 m for 600 sec of simulation time is used. 
The channel data rate and transmission range set to 2 Mbps and 100 
m, respectively. Each run of the simulator accepts as input a scenario 
file that describes the exact motion of each node and the exact time at 
which each change in motion or packet origination is to occur. A total 
of 50 different scenario files with varying network size, movement 
patterns and traffic loads were generated and then the two routing 
protocols were run against each of these scenario files. 

 
Table 2: Simulation parameters 

 
 
 
 
 
 
 
 
 
 
 

Simulation Parameter Value 
Simulator NS2 
Network Range 200m × 200m 
Transmission Range 100m 
Mobile Nodes 20 
Traffic Generator Constant Bit Rate 
Band Width 2 Mbps 
Packet Size 512 Bytes 
Packet Rate 10 Packet Per Second 
Simulation Time 600s 
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Figure 2: the execution of the simulation 

 
 

5.3 Mobility Pattern 
The nodes in the simulation move according to the ‘random way 
point’ model. At the start of the simulation, each node waits for a 
pause time, then randomly selects and moves towards a destination 
with a speed lying from zero and some maximum speed. When 
reaching this destination it pauses again and repeats the above 
procedure until the end of the simulation. 
 

6.  Results and Discussion 

6.1 Throughput 
As it can be seen by the table (3) and the graph (4) the performance of 
the AODV protocol is better for nearly 9% than DSDV for the same 
number of nodes and same level of mobility, where the throughput of 
the protocol AODV did not decreased as much as the peer protocol 
did for the same parameters .which is due to the difference in working 
mechanism of both of them. 
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Table 3: Comparison between DSDV and AODV Throughput 
Throughput Mobility (m/s) 

DSDV AODV 
1.52 1.44820 1.000 

1.5175 1.43230 2.000 

1.4825 1.45770 4.000 

1.362 1.34520 10.000 

1.1124 1.27560 13.000 

1.0263 1.26000 15.000 

0.9911 1.25500 18.000 

0.9776 1.15500 25.000 

0.8994 1.25011 35.000 

 
 

 



Journal of Electronic System and Programming                              
 

 Volume: 1    Issue: 2      June 2019                                                                              Page 136 

 
Figure 4: Comparison between DSDV and AODV Throughput 

6.2 Packet Loss 
It can be easily concluded from figure (5) that as the network traffic 
and node movement are increased the packet loss is sufficiently 
increased in DSDV. This is because the packet has to travel more to 
reach the destination and network is also getting congested. 
However, the increase level of mobility results in higher packet loss in 
AODV. The reason why is simple because the packet have to traverse 
through hops and the last used link may be not valid because of the 
change in topology. 
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Table 4: packet loss in DSDV and AODV 
Mobility (m/s) DSDV AODV 

1 0 0 

2 0.0613 0.0669 

4 0.0864 0.0799 

10 0.088 0.0996 

13 0.178 0.1577 

15 0.1896 0.1976 

18 0.1946 0.513 

25 0.196 0.588 

30 0.1886 0.598 

 
 

 
Figure 5: packet loss in DSDV and AODV 
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6.3 Routing Overhead  
As shown in figure (6) DSDV protocol the effect of the increasing the 
level of mobility can be clearly seen. The routing overhead is 
increasing drastically by the increase in the level of mobility in the 
nodes. This is because the DSDV protocol is proactive so it is must to 
know the route before required but the change in topology will 
increase the routing overheads. 
We can conclude by looking carefully at (figure 6) that the routing 
overhead in DSDV is significantly higher than the routing overhead in 
AODV which is nearly 950%. 

Table 5: the Routing Overhead in DSDV and AODV 
Mobility (m/s) DSDV AODV 

0 0 0 

5 9.55 0.1653 

10 10.549 1.2011 

15 13.25 1.3996 

20 15.78 1.499 

25 16.85 1.5985 

30 17.9 1.5775 

35 18.77 1.8877 

40 19.121 2.0175 
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Figure 6: Routing Overhead in DSDV and AODV 

7.  Conclusion  
MANET is a collection of mobile nodes, dynamically establishing 
short-lived networks where no prefixed infrastructure is needed. In 
this research we had a look on some routing protocols of this type of 
networks, which are differentiated in the working mechanism and how 
and when they build the routing table. And because of the time 
constraints we have focused on two different grouped protocols which 
are the reactive AODV and the proactive DSDV routing protocols, 
these routing protocols are proposed for ad-hoc mobile networks. In 
DSDV routing protocol, mobile nodes periodically broadcast their 
routing information to the neighbours. Each node requires to maintain 
their routing table. AODV protocol finds routes by using the route 
request packet and route is discovered when needed. The comparison 
of these protocols is done with random movement of the nodes which 
is changed over time. The parameters throughput, routing overhead, 
and packet loss have shown that AODV performs better than DSDV 
in throughput and routing overhead. However, figures have shown 
that packet loss in AODV is higher than in DSDV.  
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8.  Future Work  
As my future studies and to observe the protocols more objectively, it 
is worth trying different applications with different traffic types in. 
A comparison of two routing protocols, AODV and DSDV has been 
carried out. Which can be proposed to compare all other routing 
protocols considering the same simulation parameters so that an 
exhaustive comparison of various routing protocols can be made. 
By studying and analysing the building block of Routing Protocols it 
make possibilities to create better routing protocol by new change in 
these routing protocols. 
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