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Editorial: 
First Issue – Journal of Electronic System and Programming  

On behalf of the Editorial Board, it is with great pleasure that I am 
writing this message to announce the publication of the first issue of 
the Journal of Electronic Systems and Programming. Launching 
this new journal would not have been possible without the great and 
much appreciated contributions from the Editorial Board members and 
from Electronic Systems and Programming Center (EPC). 
Any journal cannot draw its profile and direction since the first or 
second issue. With this journal, we want to provide a common 
platform for researchers to share their novel results and latest 
developments in all areas of electronic systems and programming. 
In this journal we encourage publication of papers in English, which 
makes the audience of our research results much broader. We apply a 
double-blind peer-review by at least two anonymous reviewers. 
Topics suitable for JESP include, but are not limited to, wireless 
communication protocols, communication media, communication 
protocols, mobile communication, data security, network topology, 
sensor network, wireless network, language design and 
implementation, software and application development, parallel 
computing, educational applications and Computing-Related Fields.  
Finally, we hope you enjoy the first issue of JESP and invite you to 
submit your best papers for publication. 
 
Dr. Khari A. Armih 
   Editor-in-Chife 
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Abstract 

Algorithmic skeletons are widely used to manage multi-processor 
computations but are most effective when deployed for regular 
problems on homogeneous systems, where tasks may be divided 
evenly without regard for processor characteristics. With the growth in 
heterogeneity, where a multicore is coupled with GPUs, skeletons 
become layered and simple task distribution becomes sub-optimal. We 
explore heterogeneous skeletons which use a simple cost model based 
on a small number of key architecture characteristics to find good task 
distributions on heterogeneous multicore architectures. We present a 
new extension to an existing skeleton library associated cost model 
that enable GPUs to be exploited as general purpose multi-processor 
devices in heterogeneous multicore/GPU systems. The extended cost 
model is used to automatically find a good distribution for both a 
single heterogeneous multicore/GPU node, and clusters of 
heterogeneous multicore/GPU nodes. 
General Terms   Algorithms, Design, Performance 
Keywords   Parallel, Skeleton, Heterogeneous, Cost model, multicore, 
GPU 
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1. Introduction 
Graphical Processing Units (GPUs) were designed as specialized 
processors to accelerate graphics processing. Recently, however, the 
architectures that are comprised of multicores of GPUs have become 
ubiquitous and cost effective platform for both graphics and general-
purpose parallel computing as they offer extensive resources such as 
high memory bandwidth and massive parallelism [4]. Compared to a 
conventional core, the performance of a GPU comes from creating a 
large number of lightweight GPU threads with negligible overheads, 
where in general purpose multicore the limited number of cores limits 
the number of data elements that can be processed simultaneously. 
Today’s GPUs enable non-graphics programmers to exploit the 
parallel computing capabilities of a GPU using data parallelism. With 
the programmability available on the GPU, a new technique called 
General Purpose computation on GPU (GPGPU) has been developed 
[7]. Many parallel applications have achieved significant speedups 
with GPGPU implementations on a GPU over the CPU [3]. 
We have been exploring heterogeneous skeletons which use a simple 
cost model, based on a small number of key architecture 
characteristics, to find good task distributions on heterogeneous 
multicore architectures. We have constructed the HWSkel library [2] 
for heterogeneous architectures composed of distributed memory 
clusters of shared memory multi-core processors. The library, coupled 
with a simple cost model, offers good speed up for regular data 
parallel programs. 
 In this paper, we present the GPU-HWSkel extension to our skeletons, 
which enable GPUs to be exploited as general purpose multi-
processor devices in heterogeneous multicore/GPU architectures. We 
also present an extension to our HWSkel cost model which may be 
used to automatically find a good distribution for both a single 
heterogeneous multicore/GPU node, and cluster of heterogeneous 
multicore/GPU nodes. 
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2. GPU-HWSkel: A CUDA-Based Skeleton Library 
GPU-HWSkel is an extension of the HWSkel library [1, 2] which was 
designed for heterogeneous multicore cluster architectures. The 
HWSkel library provides data parallel heterogeneous skeletons such as 
hMapReduce and hMapReduceAll. They are novel in supporting 
execution on heterogeneous architectures, and facilitate performance 
portability, using an architectural cost model to automatically balance 
load across heterogeneous components of the architecture. HWSkel 
cost model characterise components of the architecture by the number 
of cores C, clock speed S, and crucially the size of the L2 cache L2, 
where the relative strength Strength1 of node i of heterogeneous 
multicore cluster is given by: 

      Strengthi = Ci * Si * L2i             (1)   

It is important to note that: 

 our model excludes network communication costs; 
 L2 is used as a shorthand for the top level shared cache which 

may be L3 on some processors 

The new library is designed with the aim of providing a high-level 
parallel programming environment to program parallel heterogeneous 
systems including single- and multicore CPU, and GPU architectures. 
The GPU-HWSkel library is based on the CUDA programming model 
to make GPGPU accessible on NVIDIA GPUs. This makes our 
approach limited to NVIDIA architectures. The new library 
implements the same set of data-parallel skeletons that are provided 
by the base HWSkel library [2], hMap and hReduce parallel skeletons, 
hMapReduce skeleton, and hMapReduceAll skeleton. These skeletons 
provide a general interface for both GPUs and CPUs since the library 
is based on OpenMP and MPI to support CPU implementations, as 
well as CUDA for GPU implementations. 

                                                             
1 In [2] we termed Strength “Power” but we now feel that this has inappropriate absolute connotations 
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3. A GPU Workload Distribution Cost Model 
We next introduce an extension of our approach to account for the 
GPU as an independent processing element and to automatically find a 
good distribution in heterogeneous multicore/GPU systems.  A new 
model is designed to provide a generic load-balancing strategy, so our 
skeletons will fully automate the distribution process on an integrated 
multicore/GPU architecture, which in turn makes the task of workload 
distribution much easier for the skeleton programmer. 

3.1. Related Work 
Several performance cost models have been developed to utilise the 
high performance of heterogeneous parallel systems. However, to the 
best of our knowledge little research has been done in considering the 
use of multiple cores and a GPU card simultaneously in heterogeneous 
architectures. This section briefly describes related models that 
consider using the heterogeneous multicore/GPU systems. 
    In [6] a performance cost model has been introduced in conjunction 
with a 2D-FFT library for finding the optimal distribution ratios 
between CPUs and GPUs. The model predicts the total execution time 
of a 2D-FFT of arbitrary data size. Firstly, the FFT computation is 
split into small steps, and then the model predicts the execution time 
for each execution step using profiling results on a heterogeneous 
multicore/GPU system, and finally the model determines the optimal 
load distribution ratio as the shortest predicted execution time.  
Moreover, the model attempts to overcome the limitation in the 
memory sizes of GPUs by iterating GPU library calls. 
    An adaptive mapping technique is implemented in the 
heterogeneous programming system called Qilin [5] for computation 
placement on heterogeneous multiprocessors. It is a fully automatic 
approach to find the optimal computation mapping to processing 
elements of a heterogeneous system. Qilin has a capability to use any 
heterogeneous platform, since it does not require any hardware 
information for its implementations. This technique uses execution 
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time projections stored in a database to determine the execution times 
of both CPU and GPU for a given program, problem size and 
hardware configuration. Further, the determined execution times are 
used to statically partition the workload among the CPU and GPU. 
Thus, the first step in the Qilin programming system is to conduct a 
training run to add data to a database. 
    An optimisation framework is introduced in [8] to improve the load 
balance on heterogeneous multicore/GPU systems. Instead of using 
static partitioning, the model applies a new adaptive technique that 
dynamically balances the workload distribution between the CPU 
cores and the GPU in a single node. At the beginning of execution, the 
model measures the performance of both the CPU and the GPU, and 
then the measurement is used to guide the workload distribution in the 
next step. In addition, the model tries to hide the communication 
overhead of transferring the data between CPU and GPU by providing 
software pipelining to overlap data transfers and kernel execution. 

3.2. Discussion 
Load-balancing at the multi-node heterogeneous hardware level can 
either be done dynamically or statically before program execution is 
started. Static cost models incur less overhead than dynamic models 
due to their simplicity and lack of runtime overhead. Besides, 
heterogeneous integrated multicore/GPU systems are nonetheless 
highly distributed. Hence, we wish to develop an accurate cost model 
and prediction mechanism to balance the workload distribution across 
the CPU and the GPU in each node as well as between the nodes in a 
cluster. The new cost model inherits all the features of the HWSkel 
cost model presented in [2]. However, in contrast to the performance 
cost models described previously, our cost model provides the 
following new features: 

    Heterogeneous-mode. The performance cost models in [5, 6, 8] 
measure the performance of both the CPU and the GPU in a 
heterogeneous system by using profiling. Our performance cost model 
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is based on two different type of performance measurements for the 
CPU and GPU. Since the performance of the GPU is changed by 
changing the data size while the performance of the CPU can be more 
stable for different data sizes, we measure the performance of the 
GPU with a training run, while the CPU performance is calculated 
using the hardware parameters. 

    Hardware-auto-selection. Since our performance cost model can 
provide enough information about the CPU and GPU performance 
capability, our heterogeneous skeletons can choose to use either the 
multicore CPU or a GPU card to execute the ongoing program. This 
feature will be discussed in more detail in the future 

3.3. Methodology 
The new model is viewed as two-phase since the underlying target 
hardware consists of two levels of heterogeneous hardware 
architectures. The model is divided into two main components: 
 

 Single-Node, to guide the workload distribution across the 
multiple cores and the GPU device inside each node in the 
integrated multicore/GPU system; 

 Multi-Node, to balance the workload across the nodes in the 
cluster. 

In general, we focus on predicting the runtime of the application code 
on the GPU device and use the HWSkel cost model [2] for measuring 
the processing strength of the CPU. In addition, since the workload is 
statically distributed across the multiple cores and the GPU and also 
between the nodes at the beginning of program execution, the model 
does not allow for any communication between the CPU cores and the 
GPU or between the nodes in the system other than via the skeleton. 
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3.3.1. Single-Node Cost Model 
We base the workload distribution on the performance ratio between 
the core and GPU in the integrated multicore/GPU computing node. 
So the cost model aims to predict the execution time of a single core 
vs. the GPU device for arbitrary data sizes, and calculates the chunk 
size for a CPU core and the GPU by using this performance ratio. To 
facilitate our discussion, let us introduce the following notation: 

TC: Program runtime on a single core. 
TG: Program runtime on the GPU. 
Strength: The relative strength of computational unit. 
C : Number of cores in a single node. 
D : Data Size. 

We start by calculating Strength, the relative strengths of the GPU and 
a single core: 

Strength = TC / TG 

If the GPU is allocated DGPU units of data then the multicore will 
 

DGPU * Strength /(C - 1) 
 

units. As the node comprises a multicore and a single GPU, the total 
data size is 
 

Dtotal = DGPU + DGPU * Strength /(C - 1) 

Factoring out DGPU, the data allocated to the multicore is 

Dmulticore = Dtotal / (1 + Strength / (C - 1)) 

and the each core is allocated 

Dcore = Dmulticore /(C - 1) 
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3.3.2. Multi-Node Cost Model 
The Multi-Node cost model is based on the Single-Node cost model to 
determine the chunk size for each node in the system. As a 
heterogeneous cluster might have different kinds of computing nodes, 
the key idea of the Multi-Node cost model is to measure the relative 
strength for each node in the cluster. Hence, the total available 
strength Strength for n nodes is given by: 

ℎ௜ݐ݃݊݁ݎݐℎ௧௢௧௔௟෍ܵݐ݃݊݁ݎݐܵ

௜ୀ௡

௜ୀଵ

 

So for data size Dtotal, the chunk size for node i is: 

(Strengthi/Strengthtotal) * Dtotal 

Nodes may have different architectures, and hence strengths. The 
relative strength of a node i that consists of a GPU and multiple cores  
 
 
is the sum of the relative strengths of the cores, Strengthcore, and 
the GPU StrengthGPU: 
 
Strengthi=(Ci-1)*Strengthcorei+StrengthGPUi    (2) 

if there is only a single core, i.e. C = 1, it follows directly that 

         Strengthi = StrengthGPUi           (3) 

To calculate Strengthcore and StrengthGPU, we first measure 
TCbase, the runtime of the program on core of the system, and use it 
follows. 

         StrengthGPUi = TCbase/TGi             (4) 
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In practice we predict the relative strengths on the base core, 
StrengthCbase, and on the cores of node i, StrengthCi using the 
HWSkel cost model, i.e. Equation 1 in Section 2: 
 
         StrengthCi = Si * L2i               (5) 

         StrengthCbase = Sbase _ L2base         (6) 

Hence the relative strength of a core on node i is: 
 
   Strengthcorei = StrengthCi/StrengthCbase     (7) 
 
Substituting equations (4) and (7) in (2) gives the cost equation used 
in the GPU-HWSkel library: 
 
Strengthi = (Ci-1)*StrengthCi/StrengthCbase 
                            +StrengthGPUi    (8) 
 
The key point is that we need only measure TGi and TCbase to 
parametrise the model. 

4. GPU-HWSkel Evaluation 

4.1. Benchmarks 
The performance of each GPU-HWSkel skeleton is evaluated using 
two applications: the first is the widely used matrix multiplication, and 
the second is an iterative Fibonacci program. 

Matrix Multiplication. A well-known representative for a wide range 
of high-performance applications is the problem of multiplying two 
matrices. There are a number of different techniques to multiply 
matrices. Here, the number of multiplications performed is reduced by 
breaking down the input matrices into several submatrices. 
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 Fibonacci Program. Fibonacci is a function that computes Fibonacci 
numbers. In our experiment, we use a simple program that calculate 
the Fibonacci value for an array of integer numbers with fixed 
constant by replicating the fib function in the original sequential 
program. In the parallel version, the array of the integers is split into 
chunks using a split function which employs the cost model for load 
distribution, and then the fib function is mapped in parallel across 
each chunk. 

4.2. Platform 
We conduct our experiments on a heterogeneous cluster with a 
number of different integrated multicore/GPU nodes located at Heriot-
Watt University as described in Table 1. Each of the machines is 
connected to an NVIDIA GeForce GT 520 GPU device. The device 
has 1 GB of DRAM , one multiprocessor (MIMD unit) clocked at 810 
MHz, and 48 processor cores (SIMD units) running at 1620 MHz with 
16 KB of shared memory. CUDA version 4.0 was used for the 
experiments. The CUDA code was compiled using the NVIDIA 
CUDA Compiler (NVCC) to generate the device code that is launched 
from the host CPU. 

Table 1: Experimental Architectures. 

 
Name 

 
CPU 

 
GPU 

archi Cores MHz L2 archi SM Cores MHz 
lxpara Xeon 5410 8 1998 6144KB GT520 1 48 1620 
lxphd IntelE8400 2 1998 6144KB GT520 1 48 1620 

linuxlab 2 DuoCPU 2 1200 2048KB G 520 1 48 1620 
brahma Xeon(TM) 4 3065 512KB GT520 1 48 1620 
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4.3. Performance Evaluation 
For all the measurements that are performed on the two-core (such as 
linux and lxphd) machines, we follow the common practice of 
increasing the input-data size to evaluate the behaviour consistency of 
the hMap skeleton with our performance cost model. While in the case 
of using machines with an eight-core processor (such as lxpara), all 
programs are measured with a fixed data size on 1,2,3,4,5,6, and 7 
cores together with a single GPU device. We measure the runtimes for 
the hMap skeleton implementation, with a fixed data size of 1500 x 
1500 for the input matrices, and 80,000 elements of Fibonacci 
(1,000,000). 

4.3.1. Single multicore/GPU Node Results 
The single-node experiments have been carried out our on linux lab, 
lxphd, and lxpara as single nodes.  
Table 2 and 3 show the hMap runtime for matrix multiplication and 
Fibonacci on linux lab and lxphd respectively. The measurements 
report the runtime on 1 core, GPU, GPU plus 1 core, and show the 
percentage improvement of hMap using the CM2 cost model. The 
hMap Fibonacci has an improvement of 95% over the sequential time 
and improvement of 4% over the GPU time on linux lab and lxphd 
using CM2 , while the hMap matrix multiplication has an 
improvement of 68% over the sequential time on both linux lab and 
lxphd, and improvement of 32% on linux lab and 20% over the GPU 
time on lxphd.  
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Table 2: 1 Core hMap Runtimes (linux lab). 

 
Data  
size 

Run-Time (s) 
1 Core+GPU 

Improvement% 
1 Core GPU 1 Core+GPU 1 Core GPU 

800x800 2.31 1.40 1.32 42% 5% 
900x900 3.30 1.77 1.54 53% 12% 

1000x1000 4.52 2.09 1.80 60% 13% 
1100x1100 6.02 2.73 2.12 64% 22% 
1200x1200 7.82 3.26 2.54 68% 22% 
1300x1300 9.94 4.29 3.19 67% 25% 
1400x1400 12.41 5.37 4.00 67% 25% 
1500x1500 15.26 7.23 4.91 67% 32% 

(a) matrix multiplication 

 
Data  
size 

Run-Time (s) 
1 Core+GPU 

Improvement% 
1 Core GPU 1 Core+GPU 1 Core GPU 

1000 3.36 0.19 0.17 94% 10% 
2000 6.77 0.34 0.32 95% 5% 
5000 17.02 0.79 0.75 95% 5% 

10000 34.17 1.53 1.47 95% 3% 
20000 67.93 3.06 2.91 95% 4% 
30000 103.30 4.55 4.39 95% 3% 
40000 137.08 6.071 5.79 95% 4% 
50000 170.80 7.55 7.24 95% 4% 
60000 207.33 9.05 8.69 95% 4% 
70000 243.79 10.51 10.12 95% 3% 
80000 278.04 12.05 11.52 95% 4% 

(b) Fibonacci 
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Table 3: 1 Core hMap Runtimes (lxphd). 

 
Data  
size 

Run-Time (s) 
1 Core+GPU 

Improvement% 
1 Core GPU 1 Core+GPU 1 Core GPU 

800x800 4.28 1.47 1.41 67% 4% 
900x900 6.09 1.84 1.66 72% 9% 

1000x1000 8.37 2.25 1.98 76% 12% 
1100x1100 11.12 2.88 2.36 78% 18% 
1200x1200 14.43 3.49 3.07 78% 12% 
1300x1300 18.34 4.46 3.90 78% 12% 
1400x1400 22.91 5.79 4.88 78% 12% 
1500x1500 28.25 7.61 6.02 78% 20% 

(a) matrix multiplication 

 
Data  
size 

Run-Time (s) 
1 Core+GPU 

Improvement% 
1 Core GPU 1 

Core+GPU 
1 Core GPU 

1000 3.27 0.20 0.19 94% 5% 
2000 6.53 0.36 0.34 94% 5% 
5000 16.36 0.79 0.77 95% 2% 

10000 32.75 1.55 1.48 95% 4% 
20000 65.47 3.07 2.93 95% 4% 
30000 98.13 4.55 4.39 95% 3% 
40000 130.97 6.07 5.77 95% 4% 
50000 163.57 7.53 7.22 95% 4% 
60000 196.44 9.06 8.67 95% 4% 
70000 229.18 10.55 10.06 95% 4% 
80000 261.77 12.00 11.52 95% 4% 

(b) Fibonacci 

Table 4 shows the runtime of matrix multiplication with data size of 
1500 x 1500 and Fibonacci with data size 80,000 elements with a 
value of 1,000,000 using hMap on lxpara. The measurements show 
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that the hMap Fibonacci has improvement of 77% over 8 cores, while 
the hMap matrix multiplication shows that there is no improvement 
after 6 cores. The parallel performance is measured as the absolute 
speedup of using both the GPU device and the multiple cores within a 
single machine. Here the experiments have been carried out on linux, 
lxphd, and lxpara machines as single nodes. 

Table 4: Multiple Core hMap Runtimes (lxpara). 

 
Data  
size 

Run-Time (s) 
1 Core+GPU 

Improvement% 
Cores GPU (Core-1)+GPU Cores GPU 

1 19.60 7.26 7.26 62% 0% 
2 9.82 7.26 5.31 45% 26% 
3 6.55 7.26 4.20 35% 42% 
4 4.93 7.26 3.48 29% 52% 
5 3.94 7.26 3.09 21% 57% 
6 3.29 7.26 2.92 11% 59% 
7 2.89 7.26 2.84 1% 60% 
8 2.54 7.26 2.78 -9% 61% 

(a) matrix multiplication 

 
Data  
size 

Run-Time (s) 
1 Core+GPU 

Improvement% 
Cores GPU (Core-1)+GPU Cores GPU 

1 344.37 12.03 12.03 96% 0% 
2 172.01 12.03 11.60 93% 3% 
3 114.85 12.03 11.28 90% 6% 
4 86.06 12.03 10.90 87% 9% 
5 68.99 12.03 10.59 84% 11% 
6 57.43 12.03 10.27 82% 14% 
7 49.26 12.03 9.96 79% 17% 
8 43.09 12.03 9.69 77% 19% 

(b) Fibonacci 
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Figures 1 and 2 show the absolute speedup achieved for the Fibonacci 
and matrix multiplication programs with different input data sizes on 
the two-core linux and lxphd machines respectively. The graphs in 
Figures 1 and 2 compare the absolute speedup curve for one CPU-core 
plus single GPU implementation with the curve for GPU 
implementation.  

 
A - Matrix Multiplication (linux-lab) 

 
B - Fibonacci (linux-lab) 

Figure 1: hMap Absolute Speedup on (linux lab) 
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Although the computing capability of GPU is relatively large 
compared with the computational strength of a single CPU-core, 
results show that using CPU-cores together with a GPU can deliver an 
expected and acceptable speedups on both machines. 

A - Matrix Multiplication (lxphd) 

B - Fibonacci (lxphd) 

Figure 2: hMap Absolute Speedup on (lxphd) 
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Our results also suggest that using the performance cost model for 
determining granularity and data placement on different 
heterogeneous architectures can provide a good load balance for data 
distribution between CPU-cores and a GPU. This is reflected in the 
speedup graphs where the curves are broadly similar for both 
programs with different input data size on different parallel 
heterogeneous architectures. Next, to investigate the impact of the 
placement strategy on parallel performance of a varying number of 
CPU-cores with a single GPU, the experiments have been run with the 
Fibonacci and matrix multiplication programs on a machine with eight 
CPU-cores (lxpara). Figure 3 compares the absolute speedups of both 
Fibonacci and matrix multiplication programs on only CPU-cores and 
GPU, and CPU-core+GPU of the lxpara machine. This shows that in 
both programs a good performance has been obtained as anticipated. 
    Firstly, the results presented in Figure 3 are consistent with others 
that obtained for both programs on the linux and lxphd machines, 
where the speedup is increased by using one CPU-core plus the GPU. 
    Secondly, we have obtained almost linear speedup with parallel 
efficiency of about 99% in both programs on CPU-cores. However, in 
the matrix multiplication program the speedup has a slight degradation 
to 95% parallel efficiency after six cores due to decreasing the chunk 
size. The results show that our skeleton delivers 28x from the GPU 
compared to a single CPU-core in the Fibonacci program, while we 
report nearly 2.8x speedup over a CPU-core by using a GPU in the 
matrix multiplication application. The variation in speedup between 
programs is due to the GPU-HWSkel-based parallel algorithm used for 
each program. Since the major problem with GPU implementations 
which affects the performance efficiency is the size of data being 
transferred between CPU and GPU, the algorithm requires too much 
data communication, which in turn increases the CPU/GPU 
communication overhead. Therefore, it is obvious that the algorithm 
for matrix multiplication is more suitable for multicore processors 
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than a GPU implementation, while the Fibonacci program makes a 
good GPU program. 

A- Matrix Multiplication (lxpara) 

B - Fibonacci (lxpara) 

Figure 3: hMap Absolute Speedup on (lxpara) 
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4.3.2. Clusters of multicore/GPU Nodes Results 
We evaluate the performance of an early version our cost model and 
its effect on our hMap heterogeneous skeletons on different 
combinations of the architectures outlined in Section 4.2. Figure 4 
plots the speedups for different configurations with different 
processing elements calculating Fibonacci(1000000) 1500,000 times. 
The graph compares the speedups of three different kinds of 
computing units (i.e. CPU-cores, GPU-device, and GPU-device plus 
CPU-cores) on different numbers of given machines. Figure 4 shows 
that the results are consistent with those that were presented in Section 
4.3.1. However, the performance of our hMap skeleton has been 
improved by exploiting the CPU-cores along with GPU in each host 
node. We suggest once again that our performance cost model has 
provided a good strategy of data placement for heterogeneous 
architectures. The graph shows that the implementation of our hMap 
skeleton can deliver good scalability, where the upper speedup curve 
shows improved performance results for using our cost model for data 
placement between the heterogeneous nodes as well as within each 
node between multiple cores and GPU. 

 

Figure 4: Speedups for the hMap on a Heterogeneous Cluster 
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5. Conclusions and Future Work 
In this paper, a new performance cost model has been presented for 
heterogeneous integrated multicore/GPU systems. The purpose of the 
new cost model is to balance the workload distribution between the 
nodes on heterogeneous cluster as well as between multiple cores and 
GPU device inside each node in cluster. Our cost model is viewed as 
two-phase, the Single-Node phase guides workload distribution across 
a CPU core and a GPU using the performance ratio between the CPU 
and GPU in the integrated multicore/GPU computing node, and the 
Multi-Node phase balances the distribution of workload among the 
nodes on heterogeneous integrated multicore/GPU cluster. In general, 
we focus on predicting the runtime of the application code on the GPU 
and use an architectural performance cost model for measuring the 
processing strength of CPU to calculate the performance ratio. In 
summary, our experimental results show that using multiple cores 
together with a GPU in the same host with our skeleton and cost 
model can deliver good performance either on a single node or on 
multiple node architecture. Our work has a number of limitations, 
which we propose to address in future work: 

 As noted above, our cost models do not take account of 
communication costs. We will explore how our simple notion 
of strength can be extended to account for communication 
characteristics. 

 Our library, being based on CUDA, is NVIDIA specific. We 
will modify our library to use the OpenCL standard. 
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Abstract 

Neural network can be used for solving the particular problems which 
are difficult to solve by the human beings or the conventional 
computational algorithms. The computational meaning of the training 
comes down to the adjustments of certain weights which are the key 
elements of the artificial neural netwrok. This is one of the key 
differences of the neural network approach to problem solving than 
conventional computational algorithms. This adjustment of the 
weights takes place when the neural network is presented with the 
input data records and the corresponding target values. Due to the 
possibility of training neural networks with off-line data, they are 
found useful for power system applications. This paper focus on short-
term load prediction using three types of neural networks. An accurate 
short-term forecasting method for load of electric power system can 
help the electric power system operator to reduce the risk of 
unreliability of electricity supply. On this paper, radial basis function 
neural netwrok (RBFNN), Nonlinear Autoregressive model with 
eXogenous input neural network (NARXNN), and backpropagation 
neural network (BPNN) were developed to predict the short-term load. 
Simulation results show that the three types of neural networks can 
predict the load efficiently. The neural network simulation results 
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were implemented using the Matlab program. The accuracy of load 
prediction using the neural networks was investigated and assessed in 
terms of mean absolute percentage error (MAPE).  

Keywords: Short-term load prediction, neural networks, RBFNN, 
NARXNN, BPNN, MAPE, Matlab.    

1. Introduction to short-term load prediction using 
neural networks   

Neural networks have been used in a board range of applications 
including: pattern classification, pattern recognition, optimization, 
prediction and automatic control. In spite of different structures and 
training paradigms, all NN applications are special cases of vector 
mapping. The application of NNs in different power system operation 
and control strategies has led to acceptable results.  During 1990-1996 
with them during 2000-2005, the following fields has attracted the 
most attention in the past five years: load forecasting, fault 
diagnosis/fault location, economic dispatch, security assessment, and 
transient stability. The main advantages of using NNs on power 
system are: its capability of dealing with stochastic variations of the 
scheduled operating point with increasing data, very fast and on-line 
processing and classification, and implicit nonlinear modeling and 
filtering of system data [1]. Commonly and popular problem that has 
an important role in economic, financial, development, expansion and 
planning is load forecasting of power systems.  
Generally, the load prediction can be categorized into three groups: 
short-term load prediction over an interval ranging from an hour to a 
week is important for various applications such as unit commitment, 
economic dispatch, energy transfer scheduling and real time control. 
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A lot of studies have been done for using of short-term load prediction 
with different methods [2], [3], [4], and [5].  
Mid-term load prediction that range from one month to five years, 
used to purchase enough fuel for power plants after electricity tariffs 
are calculated [6]. Long-term load prediction, covering from 5 to 20 
years or more, used by planning engineers and economists to 
determine the type and the size of generating plants that minimize 
both fixed and variable costs [7].  Fig. 1 shows the percentage of 
number of published works during five years in different load 
prediction types. 

 
Fig 1 Types of load prediction that done with NN 

The load of power grid was predicted using neural networks, and 
results show that the neural netwrok can predict the load efficiently. 
The short-term load prediction using neural netwrok carried out on a 
previous works as: the short-term load  predicted using NARXNN [8], 
and [9];  the short-term load  predicted using RBFNN [10]; and the 
short-term load  predicted using BPNN [11], [12].  This paper focus 
on comparison between the short-term load prediction using the three 
types of the neural networks (NARXNN, RBFNN, and BPNN) to 
show the neural networks is a powerful toll to predict the load in 
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power systems, and to show which type of neural netwrok is an 
accurate to predict the short-term load.     

2. Artificial Neural Networks (ANNs) 

2.1  Introduction to artificial neural networks  

The concept of a neural network was originally conceived as an 
attempt to model the biophysiology of the brain. At the same time, 
research engineers were concerned with how to use Artificial neural 
networks (ANNs) to form controllers from neurons with interesting 
and powerful computational capabilities. ANNs offer a potential 
solution for problems which require complex data analysis and 
promise to form the future basis of an improved alternative to current 
engineering practice. Many researchers found that neural networks 
have many applications in various fields of study including modeling 
and control of linear and nonlinear systems. Neural networks have 
been developed in different ways, where various algorithms and 
methods have been applied, such as backpropagation (BP) rule and 
Radial Basis Function (RBF) [8], and [13].  
In most cases the structure of the MLPs is carried out in a fairly 
heuristic way, so far a certain problem a reasonable number of layers 
and neurons in each layer are initially selected, based on experience. 
However, if incorrect number of nodes are selected, then adjustments 
can be made on a trial and error basis. Moreover, the backpropagation 
algorithm (BP) suffers from several deficiencies, such as slow 
convergence and construction complexity. An alternative approach to 
overcome the limitations associated with the BP algorithm is to use 
the Radial Basis Function (RBF) network which is discussed in details 
in the following sections.  
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2.2  Radial Basis Function Network 
The RBF network can be regarded as a special three-layer network 
including input, hidden and output layers. Full explanations of the 
connections of these layers together with the activation function are 
given in the next sections. The performance of the RBF depends on 
the proper selection of three important parameters, centers, widths and 
the weights. The radial basis function has been shown to able to solve 
many problems in different fields, one example is the modeling and 
controlling of non-linear systems. The RBF neural network has a feed 
forward structure consisting of three layers as shown in Fig. 2 [14]. 
 

 

Fig 2 The radial basis function neural network structure 

The Radial Basis Function Network consists of three important 
parameters, centers (c), widths (σ) and weights (w). The value of these 
parameters are generally unknown and may be found during the 
learning process of the network. There are a variety of methods to 
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allow the RBF network to learn. These processes are generally divided 
into two stages, as each layers of the RBF perform a different task. 
The first learning stage involves selecting the centers and the widths 
in the hidden layer. The second stage is to adjusting the weights in the 
output layer [5].  

 

2.3  Nonlinear Autoregressive model with eXogenous 
input neural network (NARXNN)  
A Nonlinear Autoregressive model with eXogenous input neural 
network (NARXNN) was used in this project for wheel wear and rail 
wear prediction. The NARXNN can be implemented using a 
feedforward neural network [15].  Fig. 3 shows the structure of the 
NARXNN which are called NARX recurrent neural networks. This 
network simply uses a TDL-type network (Tapped delay line) with a 
feedback connection from the output of the network to the input. The 
function of the delay line (TDL) or taps is to feed the neural network 
with the past values of inputs [16].  
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Fig 3 The structure of NARXNN [16], [15] 

The output of the NARXNN is represented using the following 
equation:  

y(t) = f(u(t − 1), u(t − 2), … , u(t − n), y(t − 1), y(t − 2), … , y(t −
m,W                                      (1) 

Where u(t) is the input and y(t) is the output of the network at time t, 
n and m are the input-memory and output-memory order, W is a 
weights matrix, and f is a nonlinear function.  

The output at time t depends on both its past m values and the past n 
values of the input as well. The Lavenberg-marquardt 
backpropagation algorithm was used on this work to train the 
NARXNN. The training of NARXNN automatically stops when the 
validation error (MSE) begins to increase [17].  
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2.4 Backpropagation Neural Network (BPNN) 
This section describes one of the most common types of artificial 
neural network. Multilayer feedforward (MLFF) neural network with 
backpropagation (BP) learning (multilayer perceptron). A general 
multilayer feedforward (MLFF) network is illustrated in Fig. 4. The 
MLFF consists of three layers: Input layer, hidden layers, and output 
layer. The hidden layer is sometimes called the internal layer because 
it only receives internal inputs then produces internal outputs. It 
consists of one or more hidden layers [18].       

 

 

 

Fig 4 MLFF Backpropagation Neural Network (BPNN) [18] 

The backpropagation training process requires an activation function. 
One of the most common activation functions is the sigmoid function. 
The most common training algorithm which is used on this work for 
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training of BPNN is a Levenberg-Marquardt algorithm which adjusts 
the weights to reduce the error [18].  

3. Load prediction using RBFNN, NARXNN, and BPNN 
This section describes the procedures for training the neural network 
to learn from the Year 2005 hourly load data published on a previous 
work were used to train the neural netwrok in order to predict the next 
day load demand [11]. The Matlab ANN toolbox was utilized in 
designing the neural networks architecture. The input consists of daily 
24-hour load data for 12 months of the year 2005 and daily average 
maximum temperature altogether making 25 inputs rows by 365 days. 
The output layer will be a day's 24 hours load forecast for the utility 
company. The Target data is the same as the input's daily 24 hours 
load data.  The following equation was used to calculate the  mean 
absolute percentage error (MAPE) [19], [20]:    
 

MAPE =  ଵ
୒

 ∑  ∣୅౟ି ୔౟ ∣
୅୧

 X 100୒
୧ୀଵ                                                          (2) 

Where A୧ is the actual load, P୧ is the predicted load, i is time period, 
and N is the number of time periods (number of observed values). 
MATLAB has been recognised as an effective neural network 
modelling tool and is subsequently used in this paper to implement the 
three types of neural networks for load prediction. The actual load and 
load predicted using RBFNN, NARXNN, and BPNN are shown in 
Fig. 5. Matlab tool box was used on this work to design, train, and test 
the RBFNN, NARXNN, and BPNN to predict the load.    
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Fig 5 Actual load and load predicted using NARXNN, RBFNN, 

and BPNN   

The simulation results shown in Fig. 5 show that the three types of 
neural networks achieved good short-term load prediction as:  The 
MAPE was 1.12% for NARXNN, 1.45% for RBFN, and 1.67% for 
BPNN. Therefore, the accuracy of a three type of neural network for 
load prediction was greater than 98%. The accuracy of the neural 
network model was assessed by mean absolute percentage error 
(MAPE), the accuracy of NARXNN was the best, followed 
respectively by the RBFNN and BPNN. The NARXNN have an 
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advantage over RBFNN and BPNN, where the output of NARXNN is 
fed back to the input (closed loop).    

4. CONCLUSIONS 
This paper has proposed a three types of neural networks to accurately 
and reliably predict the load of an electric power system. A load 
prediction using the three neural networks was designed using Matlab 
program (ANN Toolbox). The implementation of the network 
architecture, training of the Neural Network and simulation of test 
results were all successful with a very high degree of accuracy 
resulting into 24 hourly load output. The simulation results show that 
the RBFNN, NARXNN, and BPNN can predict the short-term load 
efficiently with accuracy of 98%. It can therefore be concluded that 
the RBFNN, NARXNN, and BPNN are accurate models for short-
term load prediction. The accuracy of the neural network model was 
assessed by mean absolute percentage error (MAPE), the accuracy of 
NARXNN was the best, followed respectively by the RBFNN and 
BPNN.  
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Abstract 

My work starts  with designing a current mirror  for low-voltage low 
power applications. The current source/sink is a basic building block 
in capacitance Metal-Oxide-Semiconductor-Transistors Integrated 
Circuit (CMOS IC) design and is used extensively in analog integrated 
circuit design. Ideally, the output impedance of a current source/sink 
should be infinite and capable of generating or drawing a constant 
current  over a wide range of voltages.  However, finite values of 
output resistance( ݎ଴ )and a limited output swing required to keep 
devices in saturation will ultimately limit the performance using the 
conventional gate-driven current mirror and the low-voltage low-
power bulk-driven current mirrors and comparative study between 
them. 
 

Keywords: current mirror, Metal-Oxide-Semiconductor-Transistors 
(MOSTs), The Bulk-driven and Gate-Driven MOSFTs 
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1 Introduction 

1.1   Ideal Current Mirror: 
A current mirror can be used as an active load in the differential stage 
of the op-amp. It is a circuit that must mirror the current. After the 
differential stage of the op-amp, it is the most important circuit block. 
Therefore, it will be discussed in detail. The current mirror is 
represented in ideal form in Fig.1a. Its most simple realization is 
shown Fig. 1b. It consists of ݏݎ݋ݐݏ݅ݏ݊ܽݎݐ ݋ݓݐ with identical ீݒௌ. 
One is connected as a diode and is driven by ݅ூே . The other one 
provides output current ݅ை௎்  at a high impedance level. Since their 
 .ௌ are the same, the ratio of their currents is given byீݒ

௜ೀೆ೅
௜಺ಿ

= ܤ = (ௐ ௅⁄ )మ
(ௐ ௅⁄ )భ

         (1.1) 

By choosing this ratio, the output current can be set on the required 
value with high precision. Usually the channel length ܮ is kept the 
same for both transistors to achieve good matching [1-2]. Then the 
ratio ܤ is set by the transistor widths ܹ. Several errors occur, 
however, that cause deviations from ideal behavior. The requirements 
of an ideal current source are the following: 

1- The current ratio ܤ is precisely set by the (ܹ ⁄ܮ ) ratio, 
independent of temperature.  

2- The output impedance is very high, i.e., high ܴை௎்  and low 
ை௎்ܥ  . As a result, the output current is independent of the 
output voltage, DC and AC. 

3- The input resistance ܴூே IS very low. 
4- The compliance (voltage) is low, i.e., the minimum output 

voltage ைܸ௎்௖ , for which the output acts as a current  source, is 
low. 

These requirements now considered for the simple CMOS current 
mirror. 
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Figure 1:  a) principle of current mirrors and 1 b) a simple MOST 
current mirror. 

One of the problems with MOST current mirrors is that a significant 
voltage must be dropped across the input device. If I design the 
MOST so that it is operating with the bulk-source slightly forward 
biased, it can be avoided the requirement for this voltage drop by 
using the MOSTs from the bulk as the input devices with the gate at a 
constant voltage. This technique permits the transistor to operate in 
strong inversion and result in dc currents equivalent to higher voltage 
designs [3]. 

1.2   Simple MOST Current Mirror 
A N-type version of the proposed low-voltage current mirror` is 
shown in Figure 2. Instead of the gate-drain diode connection used in 
the conventional simple current mirror, this new current mirror has a 
bulk-drain connection. Also, the bulks of ܯଵ and ܯଶ  are tied together 
rather than the gates. Instead, the gates of ܯଵ and ܯଶ for the N-type 
version go to the most positive voltage available ஽ܸ஽ . 

 

 

 



 

46 

 

 

Figure.2. Simple current : a) Bulk-driven, b) Gate-driven. 

The drain current versus the bulk-source voltage for a fixed gate-
source voltage of the bulk-driven MOST is shown in Figure 2 (a).The 
drain current versus the gate-source voltage of the Bulk-source 
voltage is also shown. It is observed that the bulk-driven MOST is 
equivalent to a Junction Field Effect Transistor (JEFT) where both 
drain-source current saturation ( ܫ஽ௌ௦௔௧  ) and Threshold voltage (்ܸ ) 
are dependent on the fixed gate-source voltage. 
There are big similarity between  MOST driven from the gate and 
from the bulk, the following several equations show the drain current 
in linear and saturation reign for both of gate-driven and bulk-driven 
MOST. 
    First order theory gives the drain current ݅஽ௌ of Gate-Driven MOST 
as  

Table 1. The Bulk-driven drain current 

Reign Gate-Driven Bulk-driven 

Linear 
஽ௌݒ < ௌீݒ −  ்ݒ

 
ࡿࡰ࢏ = ࢼ ቀࡿࡳ࢜ − ࢀ࢜ −

ࡿࡰ࢜

૛
ቁ  ࡿࡰ࢜

 
ࡿࡰ࢏ = ࢼ ቀࡿࡳ࢜ − ࡻࢀ࢜ ∓ ࢽ ቀඥ૛|ࢾ઴ࡲ| − ࡿ࡮࢜ − ඥ૛|઴ࡲ|ቁ −

ࡿࡰ࢜

૛
ቁ  ࡿࡰ࢜

Saturation 
஽ௌݒ ≥ ௌீݒ −  ்ݒ

 
࢚ࢇࡿࡿࡰ࢏ =

ࢼ
૛

ࡿࡳ࢜) − ૛(૚(ࢀ࢜ +  (ࡿࡰ࢜ࣅ
 

࢚ࢇࡿࡿࡰ࢏ =
ࢼ
૛

൬ࡿࡳ࢜ − ࡻࢀ࢜ ∓ ࢽ ቀඥ૛|ࢾ઴ࡲ| − ࡿ࡮࢜ − ඥ૛|઴ࡲ|ቁ൰
૛

(૚ +  (ࡿࡰ࢜ࣅ
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Where 

ܭ ௡ܲ,௣ = ܣை௑   transconductance  parameter ቀܥ௡,௣ߤ
ܸଶൗ ቁ 

ߚ =
ܹ
ܮ ܭ ௡ܲ,௣ 

௡,௣ߤ = ௩
ா
  mobility in the channel (ܿ݉ଶ ܸ. ⁄ݏ ). ௡ߤ ≈  ௣ߤ3

The small signal input resistance and output resistance of Figure 3 can 
be found as  

 

Figure 3: Small signal equivalent circuit of Simple current 
mirror: a) Bulk-driven, b)Gate-driven 

Table 2: The bulk-driven and gate-driven input-output resistance 

 The bulk-driven (a) The gate-driven 
௜௡ݎ  

=
1

݃௠௕௦
=

஻ௌݒ݀

݀݅஽
= ൬

ௌீݒ݀

݀݅஽
൰ ൬

஻ௌݒ݀

ௌீݒ݀
൰ =

2ඥ2∅ி − ஻ܸௌ

௠௦݃ߛ
 =

1
݃௠(ெଷ)

 

௢௨௧ݎ  =
1

஽ௌ(ெଶ,ெସ)ܫߣ
 

Where ܫ஽ௌ is proportional to ൫ܸீ ௌ(ெଶ,ெସ) − ்ܸ ൯. These values are in 
the same range as gate-driven mirrors. 
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2   Characteristics of Bulk-Driven Current mirror: 
The most important characteristic of a current mirror is its current 
ratio. Therefore it is investigated. 

2.1   Current Ratio 
The current ratio is given by Eq.(1.1) .An error occurs because the 
finite output resistance of both transistors is present. Transistor ܯଵ 
operates at low  ݒ஽ௌூ = ஻ௌூݒ  , whereas ܯଶ operates at another 
ை௎்ݒ =  ஽ௌଶ , which is probably much higher [4-5]. Its value isݒ
determined by the load, which could be a resistor, a differential stage, 
etc. Thus, an error in current ∆݅ை௎்   occurs, as shown, as shown in 
Fig. 3.4. It is given by 

∆݅ை௎் = ஽ௌଶݒ)ߣ − (஽ௌଵݒ = ௩ವೄమି௩ವೄభ
௏ಶ೙ି௅మ

                              (1.2) 

The error can be reduced by using large values of transistor length  ܮଶ 
, but especially by enforcing equal ݒ஽ௌ values on both transistor. This 
can be realized by addition of more transistors. 

 

Figure 4: Current error because of different  ࡿࡰ࢜ 
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At high frequencies the current the ratio is impaired as well. The 
small-signal equivalent circuit of the current mirror seen in Fig. 2a is 
given in Fig 5. All transistor capacitances are included. It is clear that 
the current mirror behaves as any other two-node amplifier. Thus it 
has two poles and one zero. 

 

Figure 5: Small-signal high frequency circuit of bulk-driven 
current mirror 

The input node is at an impedance level that is quite low, i.e., 
1 ݃௠௕௦(ெଵ)ൗ  . Therefore the effect of ܥ஽஻(ெଶ) IS usually negligible. 

The dominant pole of the current ratio transfer characteristic is then 
given by  

௣݂ = ௚೘್ೞ(ಾభ)

ଶగ஼೙
             (2.2) 

In which  ܥ௡ = ௕௦(ெଵ)ܥ + ௕௦(ெଶ)ܥ +  .஽ௌ(ெଵ)ܥ

This pole is normally situated at quit high frequencies because of the 
low value of ݃௠௕௦(ெଵ). Thus the current mirror operates well up to 
high frequencies. 
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2.2   Output Impedance 
The output impedance is simply the output resistance ݎ଴ଶ of the output 
transistor see Fig. 2 in parallel with an output capacitance. It is 
independent of the impedance of the current source with which the 
input transistor is driven. The value  ݎ଴ଶ can be made high by 
increasing the transistor length ܮ.  Very high values are difficult to 
realize, however. Therefore, other configurations are required, such as 
those used with cascades. 
 The output capacitance is simply ܥ஽஻(ெଶ) +  ஽ௌ(ெଶ) see Fig. 5 inܥ
which ܥ஽ௌ(ெଶ) is are difficult to achieve; this can be a severe 
limitation at high frequencies. 

2.3   Input Resistance 
The input resistance of the bulk-driven is bigger than the input 
resistance of the gate-driven because it is given by  1 ݃௠௕௦(ெଵ)ൗ . Thus, 

it is easy to design a current source with value ݅ூே, which has an 
output resistance much higher than the resistance 1 ݃௠௕௦(ெଵ)ൗ  [6]. 

2.4   Compliance  ࢀࢁࡻࢂ 
The compliance voltage ைܸ௎்  is the minimum output voltage at which 
the current mirror still provides a high output resistance. It is given by 
the value of  ܸீ ௌூ − ்ܸ  can be decreased by taking large values of 
൫ܹ

ൗܮ ൯ [7]. In strong inversion it is given by  

ைܸ௎் = ܸீ ௌூ − ்ܸ = ஽ܸௌೞೌ೟మ = ට
ூೀೆ೅

௄൫ௐ
௅ൗ ൯

                ( 3.2) 

The current mirror of Fig. 2 is the simplest and thus it is used more 
often than any other. Nevertheless, for precision circuits there is a 
need for a current mirror with higher output resistance ݎ଴ and with  
less error in current ∆݅ை௎் . I will introduce other configurations that 
have less error. 
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I provided current mirrors using both bulk-driven and gate-driven 
MOSTs for low power applications. I provided the simulation by 
Orcad Pspice using model  0.7 [8] ݉ߤ. The results show that the input 
voltage drop for the bulk-driven mirrors can be much less as depicted 
on the following figure (6). 

 

 

Figure 6: Input voltage vs. Input current characteristics 

I can give an example, 200ܣߤ input current, the value of ஽ܸௌ(ெଷ) for 
the gate-driven mirror was 0.96V and the bulk-driven mirror it was 
0.09V. The small signal output resistances are approximately the 
same. The input-output current linearity of the gate-driven mirrors is 
absent in the bulk-driven mirror because the output transistor ܯଶ is 
operating in saturation see Figure 7and see Figure 8. 

 

 

 



 

52 

 

 

Figure 7: Input-output transfer characteristics. 

 

Figure 8: Drain current vs. Bulk-source voltage Characteristics. 
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3 Conclusions 
The aim is to design low-voltage low- power bulk-driven current 
mirror and current source, explanation about the principle of the bulk-
driven current mirror is provided, and current mirrors using both bulk-
driven and gate-driven MOSTs have been designed. Since the output 
resistance is one of the most important performance parameters for a 
current mirror a folded cascade has been introduced too. Last 
subsection was the enhanced bulk-driven current mirror which remove 
the main drawback of the bulk-driven current mirror that occurred, 
and they are mainly the input-output current linearity of the gate-
driven mirrors is absent  in the bulk-driven mirrors.   
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Abstract 

Nowadays, heterogeneous multi-core has become the mean-stream 
computer architecture. It emerging hundreds of cores and combining 
accelerators like GPUs on traditional chip. Programming software  
models need to exploit all the resources at the hand of a programmer 
with minimum efforts. This paper describes the Semitics of parallel 
primitives of Haskell Programming Language. Primitives are 
exploiting the underlying architecture resources.  New primitive added 
to a programming language we need to prove its expected behavior. 
This paper specified the expected behaviors of the constructs by 
Haskell functions, achieving an executable specification. We have 
formulated several properties as Haskell predicates and used 
Quickcheck to check them on random input. The three basic 
properties represent sanity checks of the semantics. Two proposed 
implementation relevant properties did not hold, and counter examples 
extracted from Quickcheck identified diffusion of sparks to be the 
problem. In the implementation, we avoided this problem by resetting 
the boundaries after one fishing stage. The final property, checked 
with Quickcheck, shows that with this modification, the desired 
property holds. 
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1. Introduction 
 The introduction of multi-core processors has renewed interest in 
parallel functional programming and there are now number of parallel 
programing models that explore the advantages of a functional 
language for writing explicitly parallel code or implicitly paralellizing 
code written in a pure functional language [2]. There are more 
developments in the areas of softwares such as transactional memory 
and nested data parallelism [6] [11]. 
Parallel programs are written to gain performance. This goal is 
achieved by exploit the potential of a real parallel computing resource 
like a multi-core processor [8]. Concurrency is a programming 
techniques that allows us to model computations as hypothetical 
independent activities. Those computations can communicate and 
synchronize [10]. This paper describes in Section [2.1] number of 
parallel programming model include explicit, semi-explicit and 
implicit parallel programs. It will know that fully implicit parallelism 
leads to very small tasks which con not hide the over hide 
communications. Also the explicit parallel program is too difficult for 
non-experience programmer. This paper propose the semi-explicit 
parallel programing as good approach for writing parallel 
programming, and easy to  control the granularity of parallel tasks on 
modern operating systems and processors. Haskell function language 
is a semi-explicit parallel programming model constrains performance 
and simplicity. It is particularly fox on formal semantics for the new 
constructs. 

2.  Background 
This section presents an introduction to number of parallel 
programming models. It in mainly constrain on the techniques for 
writing concurrent parallel programs. The parallel program is written 
gain performance. In other-words it written to reduce the execution 
time. Therefore, we need to exploit the potential of a real parallel 
architecture platform like multi-core cores. 
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2.1.  Parallel Applications 
The development of parallel programs increases the number of 
challenges that already exist in developing sequential programs. A 
parallel programs aims to achieve performance cross different parallel 
platform without changes and hide the latency between cores and I/O 
operations to disks and network devices. A parallel program should 
remain easy to constructs.   
As mentioned the new mainstream microprocessors are move towards 
hundreds of cores or more in one platform. To achieve performance 
from each individual core, it is necessary to split a given work into 
tasks and distribute these tasks across multiple processing cores. 
Splitting a work to number of tasks requires a program language 
capable to automatically parallelize the sequential code or semi-
explicit or explicitly parallel program which is then scheduled onto 
multiple cores by the operating systems. Haskell function language is 
semi-explicit parallel programming.    

2.2.  Haskell  Functional  Language  
Haskell Functional Language represents code in mathematical 
function sense. One of its features is laziness which means functions 
don't evaluate their arguments.  This feature helps to write parallel 
code very easy in Haskell functional language. 
Exploiting Parallelism in Haskell, in general every expression in most 
functional language can be evaluated in parallel. This can be 
automatically exploited. But exploiting all parallelism in a program 
has side effects. It creates too many small tasks. Which cannot be 
efficiently scheduled and parallelism is limited by fundamental data 
dependencies in the source program. Haskell provides a mechanism to 
allow the user to control the granularity of parallelism by indicating 
what computations may be usefully carried out in parallel. This kind 
of parallelism calls Semi-Explicit Parallelism. It provides two 
primitives par  and  pseq [12]. 
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           par :: a -> b -> b 
           pseq :: a -> b -> b 

Fig 1: par and pseq Function 
 
The function par indicates to the Glassgow Haskell Compiler (GHC) 
run-time system that it may be beneficial to evaluate the first 
argument (a) in parallel with the second argument (b). It returns the 
second argument as result. The notion of a lazy future provided by  
Haskell language  allow the runtime system to create spark for Frost 
arguments   (a) which has the potential to be executed on a different 
thread from the parent thread. But not necessarily create a thread to 
compute the value of the expression (a). 

 

Fig 2: Semi-explicit Parallel Haskell. 

Load balance in Haskell is a mechanism used to distribute the work 
among the participated cores. Haskell uses a work stealing algorithm 
to distribute a work. Within a multicore it will search for a spark by 
directly accessing spark pool [4]. A spark is described in the Section 
[2.2] in a network it sends a fish message searching for work. It is a 
dynamic mechanism for automatically distributing work and data on a 
cluster as shown in Figure 3. 
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Fig 3:  Workstealing Algorithm in Parallel Haskell. 

2.3.  OpenMP 
OpenMP uses an imperative parallel programming style [4]. It is a 
portable programming interface for shared memory multithreaded 
programming using C/C++ and FORTRAN as host languages. 
OpenMP consists of a set of compiler directives, library routines, and 
environment variables that affect run-time behavior. OpenMP uses a 
fork-join threading model; a master thread forks  a task into a number 
of worker threads that share the work and then wait until they finish to  
join  before continuing. OpenMP is a scalable model that gives 
programmers a simple and flexible interface for developing parallel 
applications for a range of parallel architectures. The model is 
identified as easy to use and portable. The programmer does not need 
to put significant effort into parallelizing the existing sequential 
program. However, this is not always the case, as the multicore 
resources are not fully utilized if the programmer is not expert in 
parallel programming. 

 



 

62 

2.4.  Message Passing Interface (MPI) 
 A standard defines an interface for sending and receiving messages 
[13]. Specifically the interface includes point-to-point communication 
functions, send operations performing a data transfer between two 
concurrently executing tasks, and receive operations to accept data 
from another processor into program memory space. It also has other 
operations, such as broadcast barriers and reduction that explicitly 
involve a group of processors. It is heavily used in high performance 
computing and, with considerable tuning, delivers an acceptable 
performance across a wide range of architectures. MPI is a MIMD 
style model. However a shared-memory style can be simulated using 
send and receive messages of MPI. MPI does not provide the dynamic 
creation or deletion of processes during a program runtime (the total 
number of processes is fixed [9]. 

3. Constructs  Semantics 
The new constructs are not prescriptive: rather than specifying a single 
PE for a task, they identify sets of PEs within the communication 
hierarchy of the architecture. We present a simple Haskell 
specification of the sets of PEs that each construct identifies when 
executed on any PE of participating PEs. We first need some 
mechanism specifying paths and distances in the tree hierarchy. 
 

 

 

 

 

 

Fig 4: An Example of Hierarchical Architecture. 
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3.1. Distance  Function 
In order to  illustrate  how  the distance function is working,  we  
define a binary tree  (Tree t) structure  representing an underlying  
parallel platform ( e.g. the one shown in Figure(4). The definition of 
the tree data structure is as follows: 

 

data Tree a = Node a (Tree a) (Tree a) 

| Leaf {pId ::Int} deriving (Eq, Show) 
 

 

A tree is a leaf with a PE Id as value, or a node represents network 
possibly parametrized with information such as latency, leaves 
represents PEs. A node has a value and two branches, each of which is 
a subtree. 
The function distance t p1 p2 calculates the distance, defined as the 
number of steps to the nearest common node in the hierarchy between 
two leaves in the architecture hierarchy. The function takes a tree t 
representing the architecture and two leaves p1 and p2 as input and 
returns the distance between the two leaves as an integer. 
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distance ::Tree Int ->Int ->Int ->Int 
distance  t  p1  p2  =  d1+d2 
        where  

pathTo  p1 = path t  p1 
pathTo  p2 = path t  p2 
comNodes = length (prefixOf   pathTo p1 pathTo p2) 
d1 = length pathTop1 - comNodes 
d2 = length pathTop2 - comNodes 

path ::  Tree Int ->Int -> [Int]  
path (Leaf p ) s  
      | p==s = [s] 
      | otherwise = [] 
path  (Node v t u) s     
      | v == s =  [v] 
      | left== [] && right  == [] = [] 
      | left /= [] =   [v]  ++ left 
      | right  /= [] = [v] ++ right  
      where  
        left = path t s 
                right = path u s 

Fig 5:  Distance Function 

The definition of the distance function uses additional auxiliary 
functions, path shown in Figure 5. The call path (Node v t u) p 
calculates the path to leaf p from the root of the tree represented as a 
list. It takes a tree (Node v t u ) and leaf p and returns list of nodes that 
lead to the leaf p. The complete Haskell program defining all auxiliary 
functions, e.g. for simplicity, we use a tree of integers shown in Figure 
4 to demonstrate the constructs semantics. Squares in the tree 
represent PEs in the hierarchy (Leaf). Circles in the tree represent the 
networks connecting Pes or sub-networks (Node). 
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As an example, if we need to compute a distance between Leaf 15 and 
Leaf 20, we proceed by the following steps. 

1) Path to Leaf 15  pathTop1 = [1,3,8,6,15] 

2) Path to Leaf 20  pathTop2 =[1,3,9,10,20] 

3) Length of the longest common prefix of pathTop1 and pathTop2 
 comNodes = length [1,3] =2 

Node 3 is the nearest common node between Leaf 15 and Node 20 

4) Length  of  path  to  Leaf  15  from  nearest  common Node  d1 
= length (pathTop1) - length (comNodes) = 3 

5) Length of path to Leaf 20 from nearest common Node =) d2 
= length(pathTop2) - length(comNodes) = 3 

6) The distance between Leaf 15 and Leaf 20 = d1 + d2 = 6, is 
the sum of steps moving from one leaf to the nearest 
common parent and down to other leaf. 

setparDist :: Tree Int ->Int ->Int ->Int -> [Int] 
setparDist t m u p  
       | ((m<0) || (u<0)) = []  
       | ((m==0) && (u==0))= [p] 
       | (u > (length (pp)-1)&& (m==0)) =(rLeaf ( t))  
       | ((m==u)||(u > (length (pp)-1))) 
                      = exact ( subexact) p  
       | m==0 = [p]++setPes 
       | otherwise = setPes 
      where  
       pp = path  t p 
commonnu = last (take (length(pp) - u) pp) 
commonnm =last ( take (length(pp) - m) pp) 
subu=subTree t commonnu 
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subexact= subTree t commonnm 
complementtree = (complementTreesubu 
commonnm)  
setPes= filter (/= commonnm) (rLeaf 
                           (complementtree))  
 
subTree ::Tree Int ->Int -> ( Tree Int)  
subTree (Leaf  p) s =EmptyTree 
subTree (Node v t u) s     
    | v == s  = (Node v t u) 
    | left== EmptyTree&& right == EmptyTree 
                                 = EmptyTree 
    | left /= EmptyTree = left 
    | right  /=EmptyTree =right  
    where  
     left =    subTree t s 
     right =   subTree u s 
 
complementTree ::  Tree Int ->Int -> Tree Int 
complementTree (Leaf p1) s = (Leaf p1) 
complementTree  (Node v l EmptyTree ) s  
     | v==s = EmptyTree 
     | otherwise =(Node v (complementTree l s) 
EmptyTree) 
complementTree (Node v t u) s  
       | v==s = EmptyTree 
       | otherwise  = (Node v   
                      (complementTree t s)  
                                             (complementTree u s)) 

Fig 6: setparDist Locations Function 
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3.2.  setparDist  Function 
The most basic primitive we propose is the parDist primitive. We 
therefore start by defining its semantics in terms of the possible 
locations defined by it.  A setparDist t m u p specifies the set of PEs 
on which a  parDist m u task may be executed from PEp in an 
architecture t. It takes an architecture tree t,  a minimum bound  m, 
maximum  bound u, and  a leaf p, the current location,  as input and 
returns a list of all possible PEs (Figur [6]). For example, if we need to 
generate sparks intended to be executed between levels 1 and 3  from  
Leaf  20 of the  tree shown in Figure (4), we perform the following:  

1) Calculate path to Leaf 20 =) pathTop = [1,3,9,10,20]. 

2) Calculate the common node distant by u levels from Leaf 20 
common u = last (take (5 - 3) [1,3,9,10,20])  3. 

3) Calculate the common node that is m levels from Leaf 20 
common m= last (take (5 - 1) [1,3,9,10,20])  10. 

4) Calculate the subtree of the common u leaf 3  subtree u = 
(Node 3 (Node 8 (Node 6 (Leaf pId = 15)(Leaf pId = 16)) (Node 7 
(Leaf pId = 17) (Leaf pId = 18))) (Node 9 (Leaf pId = 19) (Node 
10 (Leaf pId = 20)(Leaf pId = 21)))) 

5) Calculate the complementary tree of the common node 10. The 
complementary tree is the original tree excluding the subtree of a 
given node. In our case, we calculate the complement for subtree 
u of node 10. complementtree = Node 3 (Node 8 (Node 6 (Leaf 
pId = 15) (Leaf pId = 16)) (Node 7 (Leaf pId = 17) (Leaf pId = 
18))) (Node 9 (Leaf pId = 19)) 

6) Finally calculate the leaves of the complementtree subtree 
setPes = [15,16,17,18,19]. 
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                     setparBound ::Tree a ->Int ->  a -> [a] 
                     setparBound t n p = setparDist t 0 n p 
 

Fig 7: setparBound Locations Function 

3.3.  setparBound Function 
As mentioned in the previous section, parDist is the most basic 
primitive. We can use it to define the other constructs. A setparBound 
t n p (Figure 7) specifies the set of PEs that tasks generated by a 
parBound n may be executed on, from P Ep in architecture t. For 
example if we need to generate sparks bounded by two levels from 
leaf 11 of the tree shown in Figure 4, we just call setparDist with the 
following parameters t 0 2 11, where t is the tree. The result is [11, 12, 
13, 14], a list of leaves with a distance of at most 2 in the architecture 
tree (t) 

3.4. setparAtLeast Function 
A parAtLeast is similar to parBound, as it takes an additional integer 
parameter specifying the minimum distance in the communication 
hierarchy that the computation may be communicated. Therefore, it 
can be defined in a similar way, as shown in Figure 8. 
 

Fig 8: setparAtLeast Locations Function 

So, if we need to generate sparks intended to be executed at least two 
levels from leaf 11 of the tree shown in Figure 4, we just call 
setparDist t  2 maxLevel  1 1, where t is the tree and maxLevel is the 

setparAtLeast::(Ord a, Show a)=>Tree a->Int ->  a -> [a] 
setparAtLeast t  n  p = setdFun  t  n maxLevel  p 
           where  
                maxLevel = 3 
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maximum distance that sparks can be sent within the architecture 
hierarchy. In this example, the result is [15, 16, 17, 18, 19, 20, 21]. 

3.5.  Construct Properties Test 
This section presents implementation-relevant properties that the 
architecture-aware semantics should satisfy. These properties are 
expressed as Boolean functions in Haskell and validated using 
QuickCheck [5] that is the properties are written as Haskell functions 
and can be automatically checked on either random input or with 
custom test data generators. Two types of properties are tested: the 
basic properties and specialized properties. 

1) Basic Properties: Let ܲ be the set of ܲݏܧ which are the leaves of 
the tree representing a given hierarchical architecture. The 
domain H is the domain of all possible tree hierarchies. The 
domain P is the domain of all possible processor elements. 
a. Basic property one. For any processing element  ݌ ∈  ܲ; the 

only possible placement of a bounded spark withupper and 
lower bounds of 0 and 0 is the ݌ itself.  Formally, this is 
written as: 

                              ∀ℎ  ∈ ;ܪ  ∋  ݌∀   ܲsetparDist h 0 0 p  = {p} 

b. Basic property two. Let path p be a function that returns the 
longest path to the PE from the root of the tree hierarchy. 
Let rLeaf h be a function that returns all processor elements 
(PEs) in the tree hierarchy. The path and rLeaf functions are 
described in Section [3.1]. For ݌ ∈ ܲ andℎ ∈  the set of ,ܪ 
PEs returned by calling the setparDist h 0 (length (path h p)) 
p function is equal to the set of all PEs in the hierarchy, as 
returned rLeaf  h. 

       ∀ ℎ ∈ ∋ ݌∀ ; ܪ ܲsetparDist h 0 ( length (path h p)) p =  rLeaf  h 
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c. Basic property three. If the upper bound u is less than 0 or 
lower bound m is greater than the longest path to the PE 
from root of the tree hierarchy then the set of PEs returned 
by calling setparDist h m u p function is an empty set of 
PEs. 

 
                                  setparDist h  m  u  p  = {}      ∀ h Z 
 
The above three basic properties can be considered sanity checks 
of the semantics. All basic properties have passed Quickcheck 
testing using one hundred randomly generated inputs, each with a 
randomly generated tree hierarchy. 
 

2) Specialised Properties: The proposed architecture-aware model 
exposes the tree hierarchy to the programmer through the parDist 
primitive. The parDist primitive provides a mechanism to spark 
tasks that can be executed in certain levels of the architecture 
hierarchy. We believe, for the implementation, it is important that 
these sparks do not leave their neighborhood, where neighborhood 
is the set of PEs specified by parDist primitive. Otherwise the 
bounded spark may diffuse to arbitrary locations after several 
steps of fishing (work stealing, as outlined in Section [2.2]. We 
define the following property to formally specify and check this 
property. 

a. Specialised proposed property one. This property reflects the 
initial intention of the bounded parDist. For ݌ ∈  ܲ and 
ℎ ∈  the set of PEs returned by setparDist h 0 u p is equal ,ܪ 
to the set of PEs returned by setparDist h 0 u p’, where p’ is a 
possible location after one step of fishing. The aim is to 
guarantee that if the spark is fished again from p’ it will be 
executed in the same neighborhood specified by the original p. 
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           ∀ℎ ∈ ;݌∀  ;ܪ ′݌  ∈ ܲ; ; ܼ 2  ݑ   ′݌   ∈    (setparDist h 0 u p) ) 

           setparDist h 0 u p'  = setparDist h 0 u p 

On closer examination, this property fails under the 
quickcheck test. In the case of an unbalanced tree hierarchy, 
the result of setparDist h 0 u p may return a subset of the set 
returned by setparDist h 0 u p. 

Fig 9: Tree Example of Specialized Proposed Property One 

For example, in the tree hierarchy shown in Figure 9, if PE (B) 
launches a spark with boundaries 0 and 2, then any PE in the outer 
circle can fish the spark. In particular, it can be fished by PE (D). In 
second step the spark can be fished only from PEs in the inner circle. 
That is why the property fails. However, this is not always true, 
illustrated in the next proposed property. 

b. Specialized proposed property two. For ݌ ∈ ܲ andℎ ∈  the ,ܪ 
set of PEs returned by setparDist h 0 u p’ is a subset of the set 
of PEs returned by setparDist h 0 u p. 
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∀ ℎ ∈ ,   ܪ , ݌ ∀ ᇱ݌ ∈ ܲ  , ∋ ݑ   ܼ  ∈ ᇱ݌    ∈ 
( (݌ ݑ ℎ 0 ݐݏ݅ܦݎܽ݌ݐ݁ݏ )    => 

ᇱ݌ ݑ ℎ 0 ݐݏ݅ܦݎܽ݌ݐ݁ݏ   ≤  ݌ ݑ ℎ 0 ݐݏ݅ܦݎܽ݌ݐ݁ݏ 

 

 

 

 

 

 

 

Fig 10: Tree Example of Specialized Proposed Property Two. 

The property also fails the quickCheck test, because of 
unbalanced tree hierarchies. In the second step, the spark may 
be fished by a PE which is not one of the elements of the 
original PE neighborhood. For example, in the tree hierarchy 
showed in Figure 10, if PE (B) launches a spark with 
boundaries 0 and 2, then any PE in the blue circle can fish the 
spark. In particular, it can be fished by PE(C). In a second step, 
the spark can be fished from PE (C) by any PE in the red 
circle. In particular, it can be fished by PE (A), which is 
outside the original neighborhood. We call this behavior of the 
fishing mechanism diffusion of sparks. In the implementation, 
we must prevent this scenario from happening. We achieve 
this by resetting the boundaries of the spark to be 0 and 0, after 
the first fishing stage. This forces evaluation of the spark on 
the initial target PE, and thus within the neighborhood 
specified by the spark. 
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c. Specialized proposed property two. For p 2 P and h 2 H, after 
fishing a spark from p to p', which is within the bound u and 
after resetting the bound u for the spark to 1, this spark can 
only be fished by a p inside the original neighborhood of p. 
The set of PEs returned by setparDist h 0 1 p’ is a subset of 
the set of PEs returned by setparDist h 0 u p. 

 
∀ℎ ∈ ;ܪ ;݌∀ ᇱ݌   ∈ ܲ; ∋  ݑ   ᇱ݌  ;ܼ   ∈ 

 ( (݌ ݑ ℎ 0 ݐݏ݅ܦݎܽ݌ݐ݁ݏ )
 ݌ ݑ ℎ 0 ݐݏ݅ܦݎܽ݌ݐ݁ݏ′݌ ℎ 0 1 ݐݏ݅ܦݎܽ݌ݐ݁ݏ

This property passes the quickCheck and guarantees that there is no 
diffusion of sparks, i.e. sparks always remain in the neighborhood 
specified by the original parDist. 
 
4. Related Work 
 Many of the semantics primitives prove described in this section are 
similar to the semantics prove presented in this paper. Berry and 
el.[3]defined a transitional semantics of a simple language to preserve 
the expected behavior of sequential programs. Mosses and el. [7] has 
investigated the sequential behavior of ML action semantics and 
extended the language with concurrency primitives. 

5. Conclusion 
We have presented the semantics for the architecture aware constructs, 
specifying the set of possible locations when providing boundaries to 
the sparks.  We have specified the expected behavior of the constructs 
by Haskell functions, achieving an executable specification. We have 
formulated several properties as Haskell predicates and used 
Quickcheck to check them on random input. The three basic 
properties represent sanity checks of the semantics. Two proposed 
implementation relevant properties did not hold, and counterexamples 
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extracted from Quickcheck identified diffusion of sparks to be the 
problem. In the implementation, we avoided this problem by resetting 
the boundaries after one fishing stage. The final property, checked 
with Quickcheck, shows that with this modification, the desired 
property holds. 
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Abstract 

Crystalline silicon photovoltaic modules are being used for long time 
in many photovoltaic applications. It was not expected that 
photovoltaic modules of old technology will last for twenty years. In 
contrast, a photovoltaic system which was installed in 1979 in the 
Libyan Desert is still running with a little decrease in the output power 
and small changes in its designed parameters. The study goal is to 
evaluate the performance of thirty-year old crystalline silicon cells 
under Standard test condition.  Some of the solar cells were 
dismantled from one of the photovoltaic modules which have been 
working for more than thirty years in order to test and measure their 
current-voltage curve. This paper presents the measuring results of 
indoor measurements on the thirty-year old solar cells. 

Index Terms   standard test condition, Qualification and Testing, 
solar cells 
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1. INTRODUCTION 
Crystalline PV cells encapsulated in front glass modules have been 
used for long time in many applications [1]. Long period of run is one 
of the major technical strengths of the photovoltaic (PV) modules [2]. 
Manufactures continue to search for new materials in order to reduce 
cost and improve performance of both solar cells and modules. Many 
Crystalline silicon module manufacturers offer warranties that their 
products will survive for certain duration of time [3]. Even though old 
technologies of crystalline silicon was not expected to last for more 
than twenty years, solar modules have still been  running  more than 
thirty years and they are expected to run for more. [4].  
Isolated PV systems have been used in Libya for more than thirty 
years in microwave repeater stations which are located in Libyan 
Desert.  In this study, a number of solar cells was removed form one 
of the thirty-year old PV modules and tested to measure their   
performance “current-voltage curves (I-V carves)”.  

 

2. APPROACH AND METHODOLOGY 
The performance of the solar cell is determined by measuring the I-V 
curve which can tell a lot about the cell performance. The I-V curve is 
a plot of the current versus voltage. The big challenge in this part is 
how to remove the solar cells from its module since there is 
encapsulation liquid around the cells between the front and the back 
glass. Any a small wrong movement, it will cause to break the cell. 
Eventually a solution was made to pass this obstacle. The indoor I-V 
curves of the cell were measured in the laboratories of the Solar 
Energy Research Center in Tajoura City using Sun Simulator – Solsim 
see fig. 1. Solsim (Sun Simulator) enables accurate measurement of 
solar cells and measures the short circuit current Isc, the open circuit 
voltage Voc, the fill factor FF, the maximum power Pmpp with its 
voltage Vmpp and current Impp, the current density Jsc and the efficiency 
eta. In addition, it can calculate Isc, Voc, and Jsc. Furthermore its xenon 
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lamp produces 1000 W/m light intensity which meets standard test 
condition. The Solsim is also able to change the temperature of 
measuring cell between 20°C and 60°C.  

 

 

Fig. 1      Sun Simulator – Solsim 

3. PREVIOUS WORK 
In the paper [2], Visual Inspections and performance measurements 
were done only for the twenty seven year old PV module. In this 
paper, the authors indicated that this was one of the longest, if not the 
longest, exposed and operated arrays ever evaluated in the world, but 
it will definitely not be the longest one anymore. 

4. FIELD OBSERVATIONS 
The modules, PQ 10/40/02, were installed in Libya in the late of 
seventies as stand-alone system as shown in fig. 2. The cells are made 
of Multicrystalline silicon. In addition, the encapsulation of the PV 
modules is front and back glass with polyvinyl butyral (PVB), and the 
frame is made of stainless steel. The dimensions of each module are 
(459 mm × 1076 mm) with 40 cells (10 cm × 10 cm) each. 
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Fig. 2.  The module PQ   000876 and 000877 

5. MEASUREMENTS AND RESULTS 
The table 1 summarizes the indoor measurements for solar cells under 
standard test condition. 

Table (1): performance parameters of solar cell 

Temperature [°C] 25 

Isc,meas [mA] 2231.940 

Jsc,meas [mA/cm2] 22.319 

Voc,meas [mV] 541.222 

Isc,korr [mA] 2229.600 

Jsc,korr [mA/cm2] 22.296 

Voc,korr [mV] 540.518 

Impp [mA] 1973.755 

Jmpp [mA/cm2] 19.738 

Vmpp [mV] 422.974 

FF [%]: 69.274 

Pmpp [mW]: 834.848 

eta [%]: 8.348 

Korr: calculation, Meas: measurement 
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The fig. 3 shows the I-V carve of solar cell. 

 

Fig. 3. The I-V carve of solar cell 

6. TEMPERATURE EFFECT ON SOLAR CELL PERFORMANCE 
During the measurement, the temperature is changed using a 
temperature controller to get different values of the temperature in 
order to see the effect on the performance of the solar cell. The table 
(2) presents the performance parameters for different values of 
temperature. 
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Table (2): temperature effect on the solar cell 

Temperature 

[°C] 

25 30 35 40 

Isc,meas 

[mA] 

2231.940 2248.905 2260.097 2276.202 

Isc,meas [mA] 22.319 22.489 22.601 22.762 

Jsc,meas 

[mA/cm2] 

541.222 528.337 524.127 503.010 

Voc,meas 

[mV] 

2229.600 2251.440 2262.432 2277.774 

Isc,korr [mA] 22.296 22.514 22.624 22.778 

Jsc,korr 

[mA/cm2] 

540.518 527.847 523.507 502.498 

Voc,korr [mV] 1973.755 1974.984 1969.569 1948.262 

Impp [mA] 19.738 19.750 19.696 19.483 

Jmpp 

[mA/cm2] 

422.974 402.134 390.660 360.492 

Vmpp [mV] 69.274 66.829 64.964 61.362 

Pmpp [mW]: 

[mW]: 

834.848 794.208 769.432 702.333 

eta [%]: 8.348 7.942 7.694 7.023 

 

Korr: calculation, Meas: measurement 
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The fig. 4 shows the temperature effect on the I-V carve of the cell. In 
addition, the fig. 5 illustrates s the temperature effect on Power- 
voltages carve.  

 

Fig. 4. Temperature effect on I-V carve of solar cell 

 

Fig. 5. Temperature effect on power carve of solar cell 
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7. VISUAL INSPECTION 
The module and cells are still in good condition as shown in Fig. 6. 
From visual inspection, it is clear that not only the cells seem to be 
unaffected but also no cells have been turned into a yellowish color 
[1]. 

 

Fig. 6. Visual inspection of solar cell 

8. CONCLUSION 
In this paper, the I-V carve of solar cells which were removed from 
thirty year old PV module was measured under standard test 
condition.  
In conclusion, the results show a peak power of 834.848 mW for 
thirty-year old solar cells with 8.348% efficiency.  According to the 
temperature effect, the power degrades each time the temperature goes 
higher. Furthermore, the solar cells is still in good condition and no a 
yellowish color. 
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Abstract 

Wheelsets are one of the most expensive components through the life 
of a rail vehicle. They require regular maintenance activities such as 
reprofiling on a wheel lathe, inspection for safety-critical damage to 
wheel and axle, and renewal of wheelset. There are several reasons for 
reprofiling such as tread wear, flange wear, and thermal; while, the 
cost of changing damaged rails is much greater than that of changing 
any other damaged part of track. The wheel and rail damage has been 
a concern in railway systems for several decades. The change of wheel 
profile and rail profile makes a large contribution to track maintenance 
cost. The develop a new method to measure the wheel/rail surface 
roughness can assist to improve the design of wheel and rail profiles, 
where the wheel/rail surface roughness is correlated to wheel/rail 
safety and economy. Therefore, the main aim of this work is to 
develop a new method for measuring wheel/rail roughness parameters 
using Dektak profilometer and replica material. The replica technique 
is very useful for situations in which it difficult to get to the surface in 
order to measure it, such as when the specimen is large; it is also 
useful when the components change due to wear and mechanical 
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actions and the record of the original surface is needed. In this paper, 
the replica material which was applied to the wheel and rail surfaces 
of the twin disc test rig to make a copy of wheel and rail; then, the 
replica samples were measured using Dektak profilometer and the 
results were processed to establish wheel and rail roughness 
parameters.    

Keywords: wheel and rail roughness, measurements, Dektak 
profilometer, replica material, twin disc rig.       

1. Introduction to replica technique    
The replica technique can be used to make a copy of the surface which 
needs to measure, and then; Dektak profilometer can be used to 
measure the surface roughness. The replica material has many types 
such as AccuTrans material; it has been developed for many 
applications such as wear and roughness measurement; and has many 
advantages such as: Fast and accurate even on rough surfaces, no hand 
mixing required, fast and easy to use, accurate dispensing, ideal for 
rough surfaces, flexible and accurate, horizontal and vertical planes, 
the setting time of regular AccuTrans is just four minutes at 20°C [1]. 
The replica technique has many advantages; but the most important 
advantage is that the replica offers a permanent history of surfaces; 
this record can be stored to use it for investigations at a later time. 
Another important advantage of the replica technique is that it can be 
used in places that are very difficult to access [2]. The replica 
technique is very useful for situations in which it difficult to get to the 
surface in order to measure it, such as when the specimen is large; it is 
also useful when the components change due to wear and the record of 
the original surface is needed [3]. Surface replication has been widely 
used in many applications such as examination and assessment of 
either surfaces difficult to be accessed by measurement tools or parts 
difficult to be dismantled for measurement. The fidelity and accuracy 
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of the replication is one of the major concerns in actual applications 
[4]. The replica technique has several significant advantages, such as a 
permanent record of the surface being obtained, better resolution,  
hazardous environment is minimized, and scanning electron 
microscopy can be utilized [5]. The replication technique can be used 
to overcome many difficulties such as if there is a large wheel and we 
need to achieve measurements to the wheel surface, the replica 
technique making these measurements possible. The replication 
material is pressed onto the area of interest on the wheel. When the 
replica material is dried; it provides a surface that be identical to the 
surface of concern. The stylus and microscope techniques can be used 
for replicas measurements [6]. The replica method can be used in 
many applications such as hardness measurements, wear 
examinations, roughness measurements, and profile measurement [7].     

2. DektakXT Stylus Profilometer 

The measurement of various parameters of interest for a surface, 
including roughness, step heights or depths, by any metrology method 
necessarily provides only a representation of the surface details. The 
power of proper filtering for data analysis, according to recognized 
ISO standard methods cannot be underestimated when striving to 
provide the most accurate and reproducible results for a measuring 
system. Bruker has designed ISO compatibility to the two-
dimensional (2D) profile ISO 4287 and 4288 standards into the 
versatile Vision 64TM software that powers the DektakXT Stylus 
Profiler. The Dektak XT (Fig 1) is a 2D contact profilometer used to 
provide quantitative information about step heights and surface 
roughness for thin and thick films measurements. This information is 
collected and analyzed in the Vision 64 application software. The 
advantages of Dektak is compatible with a wide range of materials, 
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measures a wide range of vertical features with high resolution, and 
easy to use.  
 

 

Fig. 1 DektakXT Stylus Profilometer 

DektakXT Stylus Profilometer specifications:   

Standard Operating Procedure: System Start up, adjusting the 
stage, taking a measurement, data analysis, and system shut down  
System overview: Components (Hardware), and components 
(Software)  
Factors: Scan parameters  
Range: Vertical resolution of the scan: When measuring extremely 
fine geometries, the 6.5 um range provides a vertical bit resolution of 
0.1 nm. For general applications, the 1.0 nm vertical resolution of the 
65.5 um range is usually adequate. When measuring thick films or 
very rough or curved samples, select the 524 um range with 8.0 nm 
resolution. 
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Resolution: The horizontal resolution for the scan length and scan 
duration: the scan resolution is expressed in um/sample, indicating the 
horizontal distance between data points. 
Speed: The scan speed in units of um/s. A slower scan generally 
indicates for more accurate results. 

3. The twin disc rig test and replica material  
The twin-disc system is simple and efficient; it consists of the use of 
two rollers pressed into contact, the variation of the relative velocity 
and of the contact pressure allows performing of the test under 
different conditions [8]. The twin disc approach possibly provides the 
best solution, and has been used extensively for wheel wear and rail 
testing materials [9]. The University of Huddersfield twin disc rig 
consists of an upper steel wheel of 310mm diameter, and a lower steel 
wheel with diameter of 290mm. The rollers and shafts are made of 
EN24T steel. Vertical force of up to 4KN can be applied on the rollers 
through a jacking mechanism. The rig consists of a rotary table to 
allow a relative yaw angle between the rollers; this yaw angle is 
indicated by markings on the handle of the rotary table. [10]. The twin 
disc rig for the University of Huddersfield (UOH) is shown in Fig (2).    
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Fig 2 The twin disc rig UOH 
 
In this work, the replica technique used for roughness measurements 
of the twin disc rollers, where the replica used to make a copy of the 
surfaces of two rollers before the test and after each test, and then the 
Dektak profilometer used to measure the rollers roughness. The name 
of the replica material which is used in this project is AccuTrans. The 
set of AccuTrans is shown in Fig (3).  
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Fig 3 The set of AccuTrans [11] 

On this paper, the replica technique, twin disc rig test, and Dektak 
profilometer were developed for wheel and rail roughness 
measurements using the twin disc rig. Fig (4) shows a sample of 
replica material on the wheel and rail surfaces; and after the replica 
was taken off.    
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Fig 4 Sample of replica material on the wheel and rail surfaces; 
and after the replica was taken off 

4. Surface roughness  
The contact between two rough surfaces occurs at discrete contact 
points because of surface roughness such as shown in Fig (5). The real 
area is the sum of the areas of all the contact points [12].  
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Fig 5 Apparent area and real area [12], [13] 

Fig (6) shows the original profile, waviness profile, and roughness 
profile [14],[15].  
 

 
 

Fig 6 Original profile, waviness profile, and roughness profile 
[14], [15] 
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The basic definitions in roughness surface are [16], [17], [18]:  
1. The profile can be defined as the line of crossing of a surface 

with a sectioning plane which is vertical to the surface.  
2. Nominal surface is the intended surface. 
3. Measured profile can be defined as the profile obtained with 

some measuring profilometers such as Talysurf profilometer.  
4. Primary profile is the sum of all the deviations of the measured 

profile.    
5. Waviness profile includes medium wavelength deviations of 

the measured profile.   
6. Roughness profile includes only the shortest wavelength 

deviations of the measured profile.   
The steps used to extract the roughness profile are shown in Fig (7), 
where low pass filter was used to extract the primary profile from the 
measured profile, high pass filter was used to extract the roughness 
profile from the primary profile, and low pass filter was used to 
extract the waviness profile from the primary profile. Therefore, the 
function of the filter is to separate the roughness profile and the 
waviness profile from the primary profile [15], [19]. 
 

 
Fig 7 Extract the roughness profile and waviness profile [20] 
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The roughness parameters are: 
1. The centre line average value ( ܴ௔ ) or arithmetic average roughness; 

it can be determined from deviations about the center line within the 
evaluation length such as in Fig (8).   

 

 
Fig 8 Surface roughness parameters [21] 

The arithmetic average roughness can be calculated by the following 
equation [22]: 

ܴ௔ =   ଵ 
ே

 ∑ ௜⃓ேݕ ⃓
௜ୀଵ                                                                     (1) 

Where ܰ is the total number of points and ݕ௜ is the surface profile 
height to the center line average.      
  

2. The maximum deviation of a peak above the centre line ൫ܴ௣൯; this is 
the value of the highest peak measured above the centerline. It is the 
maximum data point height above the mean line through the entire 
data set. It can be calculated by using the following equation [23], 
[24].   

ܴ௣ = max ,(ݔ)ݕ 0 < ݔ <  (2)                                                   ܮ
 

3. The maximum depth of valley below the centreline (ܴ௩); this is the 
value of the lowest valley measured below the centre line. It is the 
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maximum data point depth below the mean line through the entire 
data set, and it can be calculated by using the following equation [23], 
[24], [25],[26].   

ܴ௩ = ∣ (ݔ)ݕ݊݅݉ ∣ , 0 < ݔ <  (3)                                               ܮ
  

4. Maximum vertical distance (ܴ௧), it the maximum peak to valley 
height of the filtered profile. It can be calculated by using the 
following equation [23], [24], [25], [26],[27] .      

ܴ௧ =  ܴ௣ +  ܴ௩                                                                        (4) 

5. Investigate the arithmetic average roughness ( ܉܀ ) 
for wheel and rail using twin disc rig and Dektak 
profilometer.   

Table (1) shows the values of arithmetic average roughness for wheel 
and rail after applying different values of load on rollers of the twin 
disc rig; where, the arithmetic average roughness was measured using 
Dektak profilometer.    
 

Table 1 Arithmetic average roughness and load 

 Test 
No 

Load (N)  ܔ܍܍ܐܟ ܚܗ܎  ܉܀ (μm)  ܔܑ܉ܚ ܚܗ܎  ܉܀ (μm) 

1 1000  3.53μm  2.57μm  

2 1400 3.69μm 3.02μm 

3 1800 3.96μm 3.24μm 

4 2200 4.11μm 3.55μm 

5 2600 4.19μm 3.57μm 

6 3000 4.23μm 4.11μm 

7 3400 4.26μm 6.13μm 
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Table (2) shows the values of arithmetic average roughness for wheel 
and rail after applying different values of yaw angle; where, the 
arithmetic average roughness was measured using Dektak 
profilometer.   

Table 2 Arithmetic average roughness and yaw angle  

 Test 
No 

Yaw angle  ܔ܍܍ܐܟ ܚܗ܎  ܉܀ (μm)  ܔܑ܉ܚ ܚܗ܎  ܉܀ (μm) 

1 2.64μm  2.85μm  
2 3.15μm  3.08μm   
3 3.20μm 3.45μm 
4 3.29μm  3.60μm  
5 3.44μm 3.95μm  
6 3.94μm  5.89μm 
7 4.90 μm  6.70μm 

 
6. Discussion  
A new method was developed for measuring wheel and rail surface 
roughness for the twin disc test rig. A replica material was used to 
make a copy of the surfaces of the two rollers before and after each 
test, and then, the Dektak profilometer used to measure the wheel and 
rail surface roughness parametrs. The twin disc test rig experiments 
were carried out to investigate the effect of key parameters such as 
load, and yaw angle on wheel/rail surface roughness parametrs for the 
twin disc test rig. Table (1) shows the values of arithmetic average 
roughness (ܴ௔) for the wheel and rail after applying different values 
of load on rollers of the twin disc rig. For wheel surface, the ܴ௔ was 
equal 3.53݉ߤ at load of 1000N, and it increased to 4.26݉ߤ after 
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applied load of 3400N. For rail surface, the ܴ௔ was equal 2.57݉ߤ at 
load of 1000N, and it increased to 6.13݉ߤ after applied load 0f 
3400N. These results indicate that the load influence on wheel/rail 
roughness. These results show that the values of arithmetic average 
roughness were affected by increasing of load. Table (2) shows the 
values of arithmetic average roughness (ܴ௔) for the wheel and rail 
after applying different values of yaw angle on rollers of the twin disc 
rig. For wheel surface, the ܴ௔ was equal 2.64݉ߤ at yaw angle of 0.1଴, 
and it increased to 4.90݉ߤ at yaw angle of 0.7଴. For rail surface, the 
ܴ௔ was equal 2.85݉ߤ at yaw angle of 0.1଴, and it increased to 
 at yaw angle of 0.7଴. Therefore, there are a significant ݉ߤ6.70
influence of yaw angle on wheel and rail surface roughness.       
7. Conclusion  
The University of Huddersfield twin disc test rig together with a 
replica technique and Dektak profilometer were developed for 
wheel/rail surface roughness parametrs measurements. The arithmetic 
average roughness ( ܴ௔ ) was measured for wheel and rail surfaces 
after each test using Dektak profilometer. Tests results show that the 
roughness parameter influenced by changing of load and yaw angle. 
The wheel and rail surface roughness can be measured using Dektak 
profilometer. It can have concluded that the replica material and 
Dektak profilometer are effective tools for the wheel/rail surface 
roughness parametrs measurements. The advantage of use replica 
material, that it is a permanent record to the wheel and rail surface 
roughness measurements.   
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Abstract 

This paper presents algorithms implementation of substitution cipher 
on a FPGA “Field Programming Gate Arrays”, FPGA provides faster 
data rate, more flexibility to make changes to the programme and 
better physical security than other hardware. 
The design was coded, simulated and tested by MATLAB /Simulink 
and Xilinx system generator and implemented on Xilinx Spartan 3A 
DSP XC3SD3400A -4CSG84C hardware implanted and test by using 
Xilinx ISE 12.4. 

Index Terms Decryption, Encryption, FPGA, MATLAB, 
Substitution Cipher, Xilinx.  

1. INTRODUCTION 
Communications in the past were dependent mainly on traditional 
letters, payments were mainly made in cash or by checks, and 
confidential documents were sealed and stored in boxes. Traditional 
paper systems have been subject to development for a long time in 
parallel with suitable regulations that maintain their security and 
reliability.   
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Nowadays, all this has been changed dramatically. Large numbers of 
people have switched to new and modern methods of communications 
such as emails; this is due to their speed and cost efficiency in the 
communication process. “More people prefer to make their payments 
in electronically via the internet” [1].  
Such trends save time and effort for users; however, they tend to cause 
security risks to their users at the same time. Therefore, a secure 
infrastructure is essential to deal with changes in the rapid 
development of technology of electronic communication systems [2].  
The cryptography technology is as old as written language itself. The 
term “cryptography” originated from Greek roots, meaning "hidden 
word"; it is used in describing the earliest science of secret 
communications.   
Until recently, such technology was mostly used by governments to 
protect diplomatic and military communications. Today, cryptography 
plays an important role in ensuring information and communications 
systems are secure [3].  
Cryptography is a mathematical tool which security engineers use to 
protect data from manipulation or illegal access. Cryptography 
provides security personnel with the necessary utility to cover data, 
control access to it, authenticate its integrity, and estimate the time 
and cost of breaching security. Like any other services, security comes 
with a cost; hence it requires time, money and effort to implement 
cryptography tasks.  
Key (asymmetric) and private (symmetric) key protocols are the most 
popular types of cryptographic protocols. Both communication 
partners use a common key in private key protocols, the encryption 
and decryption purposes both using this same key. Among them are 
the AES “Advanced Encryption Standard”, IDEA “International Data 
Encryption Algorithm”, and DES “Data Encryption Standard”. 
The systems mentioned provide a high speed, which have a big 
disadvantage; this being that, for each participant, a common key has 
to be created. Public key protocols contain two keys; the first is left 
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confidential (private key) and is used for either decryption 
(confidentiality) or encryption (signature) of messages. The reverse 
operation done by the other key, (public key), is published.  
RSA (which stands for Rivest, Shamir and Adleman, who were the 
first to describe it publicly), Elliptic curve cryptography (ECC) are 
examples of public key and ElGamal, DSS (Digital Signature 
Standard) systems. Although these systems are not as fast as 
symmetric systems, they offer very high security levels and do not 
require the presence of the initial private key exchange. The two are 
used in real life applications. The algorithm of the public key 
establishes first a common private key over an insecure channel. Then 
the system of symmetric formed can be used for a more secure 
communication with high throughput [2]. 

2. Introduction to Cryptography  
Encryption is a technique used to transform data, referred to as clear-
text or plaintext, into a structure which appears unreadable and 
unsystematic, with this form known by the name of cipher-text. 
Plaintext comes in an understandable form for either a computer 
(executable code) or a person (a document). As soon as it is not 
changed into cipher-text, neither the machine nor the person can 
correctly process it unless it is decrypted. This provides the ability to 
transmit classified information through insecure channels with no 
unauthorized exposure. 

 

Figure 1:  Encryption and Decryption 

Fig 1 illustrates the process of transforming plaintext into cipher-text 
by encryption and vice versa, (cipher-text into plaintext) by the 
decryption process. 
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A cryptosystem is a system that can provide decryption; it can be 
created either by program codes or via hardware. Encryption 
algorithms are used in a cryptosystem and control the complexity of 
the process. The majority of algorithms come as complex 
mathematical formulas which are functional in a particular cycle and 
applied to the plaintext. In most encryption methods a key is used 
which is a secret value (commonly a long series of bits), which 
operates alongside the algorithm in encrypting and decrypting the text.  
Confidentiality, authenticity and integrity services can be provided by 
cryptosystems. They do not provide the availableness of systems or 
data. Confidentiality denotes that only authorised parties have access 
to information. Authenticity refers to certifying the message's source 
to maintain proper identification of the sender. Integrity ensures that 
no modification has been done to the message at any point of 
transmission, deliberately or by accident.  [5]. 
Symmetric and Asymmetric Cryptography (asymmetric) Key and 
private (symmetric) key protocols are the most popular types of 
cryptographic protocols. Both communication partners use a common 
key in private key protocols, this key being used for both decryption 
and encryption purposes. Among them are DES “Data Encryption 
Standard” and IDEA “International Data Encryption Algorithm”. 

3. Symmetric Cryptography  
In a cryptosystem that employs symmetric cryptography, the same key 
of encryption will be used for decryption and encryption by both 
parties, as shown in Figure 2. This provides a functionality mode 
which is dual. Symmetric keys can also be referred to as secret keys 
because this type of encryption depends on both users keeping the key 
a secret and also protected. Once an intruder lays hands on this key, he 
will have the ability to decrypt all messages that have been encrypted 
with this key which he intercepted. Any two users who intend to use 
symmetric key encryption for exchanging data must have a restricted 
set of keys for only both of them. For example if persons (A) and (B) 
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want to communicate using a symmetric encryption, both of them 
must obtain of a copy of the similar keys. Also assuming person A 
wants to communicate with another person (person C) using 
symmetric, a second key which is different from the first key has to be 
obtained.  
 

 

Figure لا یوجد نص من النمط المعین في المستند! خطأ. 2:  Symmetric 
cryptography system  

This may not seem a complicated matter until person (A) needs to 
communicate for a longer period with a larger number of people: the 
task of keeping track of each correspondent and linking him with the 
correct key will become a complicated task [1]. 
The symmetric method's security depends completely on the user's 
ability in protecting the key. If a key is compromised, the intruder can 
easily decrypt and read all messages that have been encrypted by this 
key.  
Symmetric systems can only provide confidentiality; they cannot 
provide authentication. If two people are using the same key, it is not 
possible to prove which one of them sent the message [5].  
One may ask, are symmetric cryptosystems used if they have all these 
disadvantages? 
It can be argued that symmetric algorithms are much faster than 
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asymmetric algorithms. Large amounts of data can be encrypted and 
decrypted in a short time, while if an asymmetric algorithm is used to 
encrypt or decrypt the same amount of data, it will take an 
unacceptable amount of time. Additionally, uncovering data encrypted 
by a large key size in a symmetric algorithm is a very difficult task. 
[1]. The strengths and weaknesses of symmetric key systems can be 
summarized as follows:          
Strengths: 

1. Symmetric systems are faster than asymmetric systems 
2. They are usually difficult to work out when using a large key 

size 
Weaknesses: 

1. Key distribution: in order to properly deliver keys, it 
requires a secure mechanism. 

2. Scalability: a unique pair of keys is required by each pair of 
users, which allows for an exponential growth in the number 
of keys. 

3. Limited security: confidentiality is provided, but not 
authenticity or non-repudiation. 

The following are some examples of symmetric key cryptography 
algorithms:  

• IDEA “International Data Encryption Algorithm”  
• RC4, RC5 and RC6 
• Blowfish 
• DES “Data Encryption Standard”  
• 3 DES “Triple DES”  

4. Asymmetric Cryptography  
One single key is used between entities in symmetric key 
cryptography, while a different key is used for each entity in public 
key systems: these are called asymmetric keys. Both keys are related 
mathematically. Assuming one key is used in a message to encrypt it, 
the other key is necessary for decrypting. In public key systems a pair 
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of keys consists of a private key and a public key. Only the owner can 
know the private key, whereas the public key can be known by 
everybody. 
In many cases the public keys can be listed in email databases and 
directories in order to be available for anyone who wishes to use them 
for encrypting or decrypting messages while communicating with 
another person. Figure 3 gives a clear illustration of an asymmetric 
cryptosystem.  

 

Figure 3 Asymmetric cryptosystem 

In the figure above two people are involved in the asymmetric 
cryptosystem (person A is female and person B is male). In such a 
system both keys are mathematically related, but neither of them can 
be derived from the other. This means that once an intruder gains a 
copy of person B's public key he cannot know B's private key to read 
messages encrypted by using B' private key: the intruder can only 
decrypt this message if he has a copy of the private key [5]. 
 The receiver can decrypt B’s message with an intention to reply to B 
in a form which is encrypted. All that needs to be done is for her to 
encrypt the reply with B’s public key, to which B can decrypt the 
message with his private key. In the case where asymmetric key card 
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encryption technology is used, encrypting and decrypting are not 
possible when the exact same key is used. A message can be 
encrypted by B using his private key while the receiver can then use 
B’s public key to decrypt it. In order for the receiver to be sure that the 
message was sent from B, the message has to be decrypted with B’s 
public key. Encrypting a message with the corresponding private key 
is the only way it can be decrypted on the other end with a public key. 
This also helps in providing authentication, the reason being that B is 
the only person who should have his private key. Encrypting her 
response with B’s public key is probably the only way in which she 
can guarantee that B would be the only person reading the reply from 
her. B would be the only person who can decrypt the message because 
the necessary private key which is required to decrypt the message is 
known only by him. On the other hand, the receiver using her own 
private key can encrypt her response instead of using B’s public key.  
What is the point of her doing this?  This makes it known to B that the 
message being sent was from her. Encrypting her response using B’s 
public key does not guarantee the authenticity, because anyone could 
have gotten hold of B’s public key. 
Using her private key to encrypt the message allows for B to be sure 
that no one else but her sent the message. There is no authenticity 
produced by symmetric keys because at both ends, the same key is 
normally used. In the case where one of the secret keys is used, this 
does not specify that the message came from a specific entity. 
Encrypting the file with the receiver’s public key is the only means to 
guarantee confidentiality if this is the most important factor for the 
sender [1]. 
When a message can only be decrypted by the person who has the 
matching private key, this is often called a secure message format. An 
open message format is when the message is encrypted with the 
sender’s private key for which confidentiality is not ensured. 
Encrypting a message with a sender’s private key and also encrypting 
it once more with the receiver’s public key would guarantee a 
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message to be secure and in a signed format. In this case, the receiver 
would have to use his own private key to decrypt the message and also 
use the sender’s public key to decrypt it again. This ensures that the 
message delivered is confidential and authentic. 
It should be noted here that the public key is not used solely for 
encryption purposes while the private key’s role is data decryption. 
Both keys have the capability of either encrypting or decrypting data. 
After all, data encrypted with a private key cannot be decrypted with 
the same private key. Any data encrypted with a private key has to be 
in all cases decrypted with a public key corresponding to it. 
Also vice versa, data encrypted with a public key requires a 
corresponding private key to decrypt the data. A cryptosystem which 
is asymmetric normally works slower than a system which is 
symmetric, but this provides for authentication, confidentiality and 
non-repudiation depending on how the configuration is used. 
Asymmetric systems do not have scalability problems that symmetric 
systems have and they provide easier and more manageable key 
distribution [5]. 
The following are the strengths and weaknesses of asymmetric key 
systems: 
Strengths: 

1. Its key distribution is better than the symmetric system. 
2. The scalability is much better than the symmetric system. 
3. There is provision of non-repudiation, authentication and 

confidentiality. 
 Weaknesses: 

The asymmetric key systems are not as fast as the symmetric 
system. Systems listed below are some examples of asymmetric 
key algorithms:      
1. El Gamma 
2. Digital Signature Standard (DSS) 
3. Diffie-Hellman 
4. RSA 
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5. Elliptic Curve Cryptosystem (ECC)   
5. FPGA 
Field programmable gate arrays (FPGAs) are valuable tools and can 
help in a number of stages of design.  A prototyping model, on the 
other hand can be developed using a FPGA module. Developing an 
Application-specific integrated circuit (ASIC) chip is quite expensive 
due to the fact that in order to change its structure, a completely new 
chip is required once a design is completed.  Opportunities are given 
to FPGAs designers in order to test the complete hardware   
(limitations to timing are inherent) for possible bugs and problems. 
There are also large and inexpensive FPGAs which have been 
developed recently:  the design of a complete system is now possible 
in a single chip (SoC, or a system on chip) [6]. The figure 4 below 
shows the structure of the FPGA which is a structure of logic elements 
(LEs), which through neighboring LEs can be linked. This link is 
possible through the programmable interconnect which the grid of 
rows and columns would form throughout the chip [8]. 

 

Figure 4: FPGA structure 

In addition, the FPGA contains several embedded memory blocks 
collected in columns with each block (“MK4 block”) holding 4 kbits. 
A number of columns of the M4K blocks might be available for each 
FPGA. A 4-bit look up table (LUT) is contained in each LE having a 
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single output as shown in Fig 5, and this store 16 values which are 
programmable. This is similar to storing a 16 row truth table and can 
be used as a 4 bit input/1 bit output SRAM memory. Bypassing the 
flip flop (“FF”), the LUT output can give rise to an ‘unregistered’ 
value, or give a ‘registered’ value by entering the FF. This routing can 
be achieved by the multiplexers (MUXs) [7]. 

 

 

Figure 5: Embedded memory blocks on FPGA 

6. Benefits of FPGA 
1. Performance. FPGAs in attractive advantage of hardware 

parallel with exceed the computing power of DSPs “digital 
signal processors” by breaking the concept of sequential 
execution and accomplishes more per clock cycle. 

2. Input and output (I/O) that are controlled at the hardware level, 
closely match the applications requirements by providing a 
faster response time and specialized functionality [8]. 

3. Time to market – The technology offered by FPGAs gives 
flexible and rapid prototyping capabilities when faced with 
increased time-to-market concerns. Without necessarily going 
through the custom ASIC designs, which is a long fabrication 
process, an idea or concept can be tested and also verified in 
hardware. This makes it possible to implement incremental 
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changes within hours on an FPGA design which normally 
would take weeks. Commercial off-the-shelf (COTS) hardware 
with different types of I/O is available which are already 
connected to a user programmable FPGA chip. The decrease in 
the learning curve is as a result of the growing high level 
software availability tools that have layers of abstraction, and 
do often include valuable IP cores (pre-built functions) for the 
control of advanced signal processing [7]. 

4. Reliability – Program execution of the FPGA circuitry is said 
to be ‘hard’ implementing since software tools provide for the 
programming environment. Processor based systems in order 
to share resources and schedule tasks frequently involve 
several layers of concept among multiple processes. The 
operating system manages the processors bandwidth and 
memory, while the hardware resource is controlled by the 
driver layer. At any particular time, only one instruction can be 
executed for any given processor core. The processor based 
systems by pre-empting one another are at risk of time critical 
tasks continually. There is minimal concern on reliability of 
FPGAs that do not use operating systems causing true parallel 
execution and deterministic hardware dedicated to every task 
[6]. 

5. Long-term maintenance – FPGA chips which are field 
upgradeable as mentioned earlier, compared to ASIC 
redesigns, are not time consuming nor expensive. For example, 
digital communication protocols can change overtime due to 
some specifications, causing maintenance and forward 
compatibility problems to an ASIC based interface. FPGA 
chips, being reconfigurable, can keep up with necessary future 
modifications that require to be performed. Functional 
enhancements can be made as a system or product matures, 
without time being spent in redesigning the hardware or the 
board layout being modified [7]. 



 

121 

7.  Substitution Cipher 
This chapter explains substitution cipher and implementation on 
FPGA.  Substitution cipher is a very old and simple cipher, and was 
used by Julius Caesar; the so-called “Caesar Cipher”. The algorithm 
used a simple shift of letters by three letters in plain text message to 
produce unintelligible messages. To obtain the original message 
simply needing to put back each letter in the unreadable message “ 
coded” by the letter three places to the left as shown table below [2]. 

Original alphabet:  

  A B C D E F G H I J K L M N O P Q R S T U V W X Y Z 

Substitution cipher alphabet: 

 D E F G H I J K L M N O P Q R S T U V W X Y Z A B C 

If the characters of the plain text alphabet and cipher-text alphabet are 
numbered and denoted by i and j respectively, then in the above 
example, for all i = 1,...,26: j = i +3 (mod 26). Mod 26 implies that the 
left part and right part of the equation may only differ by a multiple of 
26. In a more general form, j = i + t (mod 26), in which t represents 
the number of characters the two alphabets are shifted. 
An important characteristic of the Caesar substitution is the fact that 
the order of the characters of the substitution alphabet remains 
unchanged. The total number of keys is no more than 26, so this 
cipher can very easily be cracked; once a single letter of the cipher 
text can be related to a letter of the plaintext, the system breaks down. 
If the message is sufficiently large, it is all the more straightforward to 
find such a relation; simply note the most frequently occurring letter 
and the chances are that this is equal to the letter of the original plain 
text [9]. 
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8. Methodology 
In this paper MATLAB Simulink (containing Xilinx blocks) was used 
for the implementation.  

8.1  Xilinx ISE 
The final step is to place and route the synthesized code with Xilinx 
ISE. ISE means Integrated Software Environment. It provides many 
tools to accomplish each step of the design process from design entry 
to downloading the design to the FPGA. A synthesizer (XST) is part 
of these tools. One of the other ISE’s tools is Impact, used to 
download the bit generated file directly to the FPGA. 

8.2  Hardware 
The FPGA used in this project is a Spartan (3A DSP XC3SD3400A -
4CSG84C) as shown in Figure 5 below. 

 

Figure 5: FPGA board 
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TABLE 1: Main characteristics of FPGA 
 

 

 

 

 

 

 

8.3  Design Flow 
The next steps are summarized in the design flow chart below. 

 

 

Figure 6: Design flow chart 

Characteristic Value 

System Gates 3400.000 

Logic Cells 53712 

Slices 23842 

Block RAM 2268 Kbit 

DCM (Digital Clock Manager) 8 



 

124 

9.  Implementation of Substitution Cipher  
In Substitution Cipher the design was coded and tested by 
MATLAB/Simulink and Xilinx system generator. For implementation 
on FPGA Xilinx ISE was used. MATLAB /Simulink provides a high-
level view over the test environment using the system generator for 
(DSP) toolbox from Xilinx. In order to test the substitution cipher in  
Simulink text was converted to ASCII code because one cannot enter 
text as input in MATLAB Simulink at the end we get the result every 
single character shifted lift by three letters. 

 

Figure 7 : MATLAB Simulink Substitution cipher 

9.1  Resources Estimator 
Xilinx tools provided resource estimator which is used to know how 
much hardware is needed for implementation, the number of hardware 
used depending on FPGA type.  
The figure below shows us the requirement of hardware that is needed 
for implementing the design on FPGA.  
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Figure 8:  Resource Estimator 

9.2  System Generator 
The System Generator block provides control of the system and 
simulation parameters, and is used to invoke the code generator. The 
System Generator block is also referred to as the System Generator 
“token” because of its unique role in the design. Every Simulink 
model containing any element from the Xilinx Blockset must contain 
at least one System Generator block (token). “Once a System 
Generator block is added to a model, it is possible to specify how code 
generation and simulation should be handled” [10]. 

9.3  Xilinx ISE Process 
After testing in MATLAB Simulink the system generator was run to 
generate NGCNitlist which converts MATLAB /Simulink design to 
HDL -“Hardware Description Language”- also known as synthesis 
presses.   
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Synthesis is one of the most essential steps in our design methodology 
because it takes the conceptual Hardware Description Language 
(HDL) design definition and generates the physical or logical symbol 
for the targeted FPGA. Synthesis is the optimisation process of 
adapting a logic design to the logic resources available on the chip. 
Then the schematic symbol shown in figure 9 was created. In this step 
one has to define the inputs and outputs.  

 

 

Figure 9:  System Generator (A) 
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Figure 9:  Schematic (B) 

9.4  Configuration Process 
This is the implementation step summarized in the steps below. These 
steps are the same in all implementation of FPGA:  

1) Create the program file/bit file, conversion of our design in 
loadable bit file  

2) A bitstream is generated from the physical place and route 
information and is transferred through cables to the target 
device 

3) Under the start up options tab, the start-up clock can adjust in 
JTAG clock or CCLK. 
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The last step to configuration is Impact process: 
1) Programming FPGA respective PROM 
2) ISE IMPACT is a robust configuration tool that automatically 

manages everything from bitstream generation to the device 
download as shown in the figure below. 

 

Figure 10: Shows download program on FPGA succeeded 
 (Impact process) 

 
 
 

9.5  Results 
This table below shows the results from ISE tools after 
implementation on FPGA. 
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Table 2 shows the results of implementation of the substitution 
cipher 

enc_dec_test_cw  Project Status 

Project File: enc_dec_test_cw.xise Parser Errors: No Errors 

Module Name: encry_decry Implementation State: Programming File Generated 

Target Device: xc3sd3400a-4cs484 Errors:  

Product Version: ISE 12.4 Warnings:  

Design Goal: Balanced Routing Results: All Signals Completely Routed 

Device Utilization Summary  

Logic Utilization Used Available Utilization Note(s) 

Number of4 input LUTs 79 47,744 1% 

Number of occupied Slices 51 23,872 1% 

Number of Slices containing only related logic 51 51 100% 

Number of Slices containing unrelated logic 0 51 0% 

Total Number of 4 input LUTs 93 47,744 1% 

Number used as logic 79  

Number used as a route-thru 14  

IOBser of bonded Numb 52 309 16% 

Average Fanout of Non-Clock Nets 2.24  
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The table above has been taken from ISE tools that show the type of 
FPGA used errors and warning in our design: no error found. The 
second part in the table shows the device utilization summary that 
means the number of hardware used in the design, and which are 
available in FPGA. 

10.  Conclusion  
In this paper, we present an algorithm implementation of Substitution 
Cipheron on FPGAs “Field Programming Gate Arrays”, because 
FPGA provides faster data rate, more flexibility to make changes to 
the program and better physical security than other hardware. 
Therefore the implemented design used a total number of 79 LUTs on 
a product version of Xilinx ISE 12.4.   
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Abstract 
Data compression is a process that reduces the data size, removing the 
excessive information and redundancy. It is a common and important 
requirement for most of the computerized applications, it can shorter 
the data size, which lead to cost reduction. The main purpose of data 
compression is to remove data redundancy from the store or 
transmitting data, it is also an important application in file storage 
field and distributed system. Data compression techniques are can be 
used in different data formats such as text, audio, video and image 
files. The aim of the study is to compare between many of the 
Lossless data compression techniques and compare their performance. 
There are many techniques of data compression and they can be 
categorized as Lossy and Lossless Compression methods. In this study 
 a Run-length encoding, Huffman Coding,     Shannon-Fano Coding, 
and LZW Encoding algorithm were used, their performance were 
 compared by using data compression in the text format, the 
compression ratio, compression factor and saving percentage were 
calculated. Compression ratio in Huffman coding and Shannon-Fano 
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coding where less than Run-length encoding and LZW 
encoding (38%, 40%, %81, 74%) respectively, while compression 
factor where higher than Run-length encoding and LZW 
encoding (2.63, 2.48, 1.23, 1.35) respectively,  the results of saving 
percentage by using Huffman coding and Shannon-Fano coding where 
higher than Run-length encoding and LZW encoding (62%,60%, 19%,  
26%) respectively. The study pointed to the effectiveness of Huffman 
and Shannon-Fano coding reducing the size of the files compare to 
other algorithms. 

Key Keywords: Data compression, Lossless data compression 
technique, Huffman Coding, Run length encoding, Shannon-Fano 
coding, LZW encoding.  

1.   INTRODUCTION  
Data compression is a way to reduce storage cost by eliminating 
redundancies that happen in most files. There are two types of 
compression, lossy and lossless. Lossy compression reduced file size 
by eliminating some unneeded data that won’t be recognize by human 
after decoding, this often used by video and audio compression[1]. 
Lossless compression on the other hand, manipulates each bit of data 
inside file to minimize the size without losing any data after decoding. 
This is important because if file lost even a single bit after decoding, 
that mean the file is corrupted. Lossless data compression is a 
technique that allows the use of data compression algorithms to 
compress the text data and also allows the exact original data to be 
reconstructed from the compressed data. This is in contrary to the 
lossy data compression in which the exact original data cannot be 
reconstructed from the compressed data. The popular ZIP file format 
that is being used for the compression of data files is also an 
application of lossless data compression approach. Lossless 
compression is used when it is important that the original data and the 
decompressed data be identical. Lossless text data compression 
algorithms usually exploit statistical redundancy in such a way so as 
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to represent the sender's data more concisely without any error or any 
sort of loss of important information contained within the text input 
data. Since most of the real-world data has statistical redundancy, 
therefore lossless data compression is possible. Lossless compression 
methods may be categorized according to the type of data they are 
designed to compress. Compression algorithms are basically used for 
the compression of text, images and sound. Most lossless compression 
programs use two different kinds of algorithms: one which generates a 
statistical model for the input data and another which maps the input 
data to bit strings using this model in such a way that frequently 
encountered data will produce shorter output than improbable(less 
frequent) data. The advantage of lossless methods over lossy methods 
is that Lossless compression results are in a closer representation of 
the original input data. The performance of algorithms can be 
compared using the parameters such as Compression Ratio and Saving 
Percentage. In a lossless data compression file the original message 
can be exactly decoded. Lossless data compression works by finding 
repeated patterns in a message and encoding those patterns in an 
efficient manner. For this reason, lossless data compression is also 
referred to as redundancy reduction[2]. Because redundancy reduction 
is dependent on patterns in the message, it does not work well on 
random messages. Lossless data compression is ideal for text. 

2.   COMPRESSION TECHNIQUES  
There are two categories of compression techniques, lossy and 
lossless. Whilst each uses different techniques to compress files, both 
have the same aim: To look for duplicate data in the data.  

2.1 Lossless Compression  
Lossless data compression is a class of data compression algorithms 
that allows the original data to be perfectly reconstructed from the 
compressed data. In lossless data compression, the integrity of the data 
is preserved. Redundant data is removed in compression and added 
during decompression. Lossless compression methods are normally 
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used in cases where it is important that the original and the 
decompressed data be identical [3].  

2.2  Lossy Compression  
In lossy data compression original data is not exactly restored after 
decompression and accuracy of reconstruction is traded with 
efficiency of compression. This type of compression used for image 
data compression. The decompression ratio is high compare to lossless 
data compression technique. Sometimes some loss of quality is 
acceptable. For example the human ear cannot hear all frequencies, 
people can’t hear may end up with a smaller file, but it is not possible 
to get back to how exactly the original music sounded [2]. In such 
cases, we can use a lossy data compression methods. These methods 
are cheaper, they take less time and space when it comes to sending 
millions of bits per second for images and video.  

3. LOSSLESS COMPRESSION TECHNIQUES 
3.1 Run-length encoding(RLE)   
Run Length Encoding (RLE) is the simplest of the data compression 
algorithms. It is created especially for data with strings of repeated 
symbols [3]. The consecutive sequences of symbols are identified as 
runs and the others are identified as non runs in this algorithm [4]. The 
general idea behind this algorithm is to replace consecutive repeating 
occurrences of a symbol by one occurrence of the symbol followed by 
the number of occurrences. The RLE algorithm uses those runs to 
compress the original source while keeping all the non-runs without 
using for the compression process [3].  
For example, consider the following text string: 

     eelhhhaaammhhhaaammmiiddaaa = 27 characters 
                                    = 27 * 8 bits for each character 
                                    = 216 bits  
 



 

137 

Compressed string:  
                2l1h3a3m2h3a3m3i2d2a3  = 22 characters 
                                                 = 22 * 8 bits for each character 
                                        = 176 bits 

3.2 Huffman Coding 
One of the most popular techniques for removing coding redundancy is 
due to Huffman [3]. Huffman coding was developed by Dr. David A. 
Huffman in 1952. Huffman coding assigns shorter codes to symbols 
that occur more frequently and longer codes to those that occur less 
frequently [5]. 

There are mainly two major parts in Huffman Coding  

 Build a Huffman Tree from input characters. 

 Traverse the Huffman Tree and assign codes to characters. 

Huffman uses bottom-up approach, it is simple and can be described in 
terms of creating a Huffman code tree [3]. 
Example for Huffman coding: 

     Elhamabushwashihamidaoushah 

Count of symbols stream as shown in Table 1: 

 

 
 
 
 
 
 
The tree of Huffman example is shown below in Fig.1: 

Table 1:  Huffman symbols stream 

Symbol H a s m u i e l B w d O 

Count 6 6 3 2 2 2 1 1 1 1 1 1 
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The Table 2 illustrates the total length of compression output. 

Table 2: Huffman total length 
Symbol Freq. code code length total length 

H 6 00 2 12 
A 6 01 2 12 
S 3 100 3 9 
M 2 1001 4 8 
U 2 1010 4 8 
I 2 1011 4 8 
E 1 100 3 3 
L 1 101 3 3 
B 1 1100 4 4 
W 1 1101 4 4 
D 1 1110 4 4 
O 1 1111 4 4 

Total  79 bits 

Fig. 1: Huffman Tree 
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Input:  

   elhamabushwashihamidaoushah = 27 characters 

                                      = 27 * 8 bits for each character 

                                                   = 216 bits  

Output: 
100101000110010111001010100000110101100000101100011001101
1111001111110101000000100 = 82 bits 

3.3 Shannon-Fano Coding 
This is one of an earliest technique for data compression that was 
invented by Claude Shannon and Robert Fano in 1949.In this 
technique, Shannon-Fano Algorithm is a top-down approach, 1 sort 
symbols according to their frequencies [4]. 

A simple example will be used to illustrate the algorithm: 

Input stream:  

                    elhamabushwashihamidaoushah 

Frequency symbols in stream as shown in Table 3:  

 

 

Recursively divide into two parts, each with approximately same 
number of counts, i.e. split in two so as to minimize difference in 
counts. Left group gets 0, right group gets 1 [6]. Fig. 2 shows the 
Shannon coding tree. 

 
 

Table 3: Frequency of character 

Symbol h A s M u i e l b w d O

Count 6 6 3 2 2 2 1 1 1 1 1 1 
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The following table illustrates the complete operation for this 
algorithm. 

Table 4: Shannnon-Fano total length 

Symbol Freq. Code code length total length 
H 6 00 2 12 
A 6 01 2 12 
S 3 100 3 9 
M 2 1010 4 8 
U 2 1011 4 8 
I 2 1100 4 8 
E 1 11010 5 5 
L 1 11011 5 5 
B 1 11100 5 5 
W 1 11101 5 5 
D 1 11110 5 5 
O 1 11111 5 5 
Total  87 bits 

Fig. 2: Shannon-Fano Tree 
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Input: 

      elhamabushwashihamidaoushah = 27 characters 

                                   = 27 * 8 bits for each character  

                                                     = 216 bits  

Output: 
110101101100011010011110010111000011101001000011000001101
011001111001111111011100000100 = 87 bits 
 

3.4 LZW Encoding Algorithm 
LZW is the first letter of the names of the scientists Abraham Lempel, 
Jakob Ziv, and Terry Welch, who developed this algorithm. LZW 
compression is a lossless compression algorithm.  
LZW algorithm is just like a greedy approach and divides text into 
substrings. LZW compression algorithm is dictionary based algorithm 
which always output a code for a character. Each character has a code 
and index number in dictionary. Input data which we want to compress 
is read from file. Initially data is entered in buffer for searching in 
dictionary to generate its code. If there is no matching character found 
in dictionary. Then it will be entered as new character in dictionary and 
assign a code. If character is in dictionary then its code will be 
generate. Output codes have less number of bits than input data. This 
technique is useful for both graphics images and digitized voice [7]. 
Table 4 shows the complete operation of this algorithm.   
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Table 5: LZW operations 

Input string= elhamabushwashihamidaoushah 
Character input Code output New code value New string 

E E None  
E L 256 EL 
L H 257 LH 
H A 258 HA 
A M 259 AM 
M A 260 MA 
A B 261 AB 
B U 262 BU 
U S 263 US 
S H 264 SH 
H W 265 HW 
W A 266 WA 
A S 267 AS 
S H 264 SH 

SH I 268 SHI 
I H 269 IH 
H A 258 HA 

HA M 270 HAM 
M I 271 MI 
I D 272 ID 
D A 273 DA 
A O 274 AO 
O U 275 OU 
U S 263 US 

US H 276 USH 
H A 258 HA 

HA H 277 HAH 
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Input:  elhamabushwashihamidaoushah = 27 characters  

                                                 = 27 * 8 bits for each character         

                                                    = 216 bits  

Output: ellhhaammaabbuusshhwwaasshiihhammiiddaauushhah = 87 
bits 

4.  MEASURING COMPRESSION PERFORMANCES 
Performance measure is use to find which technique is good according 
to some criteria. There are various criteria to measure the performance 
of compression algorithm. Since the compression behavior depends on 
the redundancy of symbols in the source file, it is difficult to measure 
performance of compression algorithm in general. The performance of 
data compression depends on the type of data and structure of input 
source. The compression behavior depends on the category of the 
compression algorithm: lossy or lossless [8]. Following are some 
measurements used to evaluate the performances of lossless 
algorithms. 
Compression Ratio:  is the ratio between the size of the source file and 
the size of the compressed file. 

݋݅ݐܽݎ ݊݋݅ݏݏ݁ݎ݌݉݋ܿ = ஺௠௢௨௡௧ ௗ௔௧௔ ௕௜௧௦ ௖௢௠௣௥௘௦௦௜௢௡
஺௠௢௨௡௧ ௗ௔௧௔ ௕௜௧௦ ௕௘௙௢௥௘ ௖௢௠௣௥௘௦௦௜௢௡

 

Compression Factor:  is the inverse of the compression ratio. That is 
the ratio between the size of the source file and the size of the 
compressed file. 

ݎ݋ݐ݂ܿܽ ݊݋݅ݏݏ݁ݎ݌݉݋ܿ = ஺௠௢௨௡௧ ௗ௔௧௔ ௕௜௧௦ ௕௘௙௢௥௘ ௖௢௠௣௥௘௦௦௜௢௡
஺௠௢௨௡௧ ௗ௔௧௔ ௕௜௧௦ ௔௙௧௘௥ ௖௢௠௣௥௘௦௦௜௢௡

 

Saving Percentage: calculates the shrinkage of the source file as a 
percentage. 

݁݃ܽݐ݊݁ܿݎ݁݌ ݃݊݅ݒܽݏ
= ஺௠௢௨௡௧ ௗ௔௧௔ ௕௜௧௦ ௕௘௙௢௥௘ ௖௢௠௣௥௘௦௦௜௢௡ି஺௠௢௨௡௧ ௗ௔௧௔ ௕௜௧௦ ௔௙௧௘௥ ௖௢௠௣௥௘௦௦௜௢௡

஺௠௢௨௡௧ ௗ௔௧௔ ௕௜௧௦ ௕௘௙௢௥௘ ௖௢௠௣௥௘௦௦௜௢௡
% 
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5.  RESULTS 
In this work mainly focused on performance of four lossless 
compression algorithms. 
The table 6 shows the comparative results (output size, compression 
ratio, compression factor, and saving percentage) between our selected 
algorithms.  

Table 6: Comparative results. 

 Algorithm 
 RLE Huffman Shannon-Fano LZW 

Input size 
(bits) 

216 216 216 216  

Output size 
(bits) 

176  82 87 160 

Compression 
Ratio (%) 

81 38 40 74 

Compression 
Factor 

1.23 2.63 2.48 1.35 

Saving 
Percentage(%) 

19 62 60 26 

 
According to the results shown in table 6, Huffman and Shannon-Fano 
coding can reduce the file size around 50% of original file size, while 
the Shannon-Fano Coding, and LZW Encoding algorithm can reduce 
approximately (1.2%), This finding was consistent with study 
conducted Achinta,2016 [1].  Study, the compression ratio of  
Huffman and Shannon-Fano coding were more effective than  the 
Shannon-Fano Coding, and LZW Encoding, this result  compatible 
with study done by K.A. Ramya.2006 [2], compression factor is the 
inverse of compression ratio, and saving percentage of the  Huffman 
and Shannon-Fano coding is better while compared to others. 
The bar chart shows the original file size before and after 
compression, comparison between compressed file size, compression 
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ratio, compression factor, and saving percentage, by using Huffman, 
Shannon-Fano coding, Run Length encoding, and LZW encoding in 
Fig. 3. In Fig. 3a. the graph shows original file size before 
compression (216 bits), and the size after  compression using Huffman 
(82 bits), Shannon-Fano (87 bits), Run Length (176 bits), and LZW 
(160 bits), it is clear that the file compressed near to the half by using 
by Huffman and Shannon-Fano coding. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 

 

 
  d. Saving percentage. 

a. Compressed file size. b. Compression ratio. 

c. Compression factor. 
Fig. 3. Compartive Results 
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In Fig. 3b compression ratio calculated by Huffman and Shannon-Fano  
coding are almost half the compression ratio calculated by Run Length 
encoding, and LZW encoding, in fig. 3c the compression factor 
calculated by Huffman and Shannon-Fano coding is almost double the 
compression factor calculated by the Run Length encoding, and LZW 
encoding. 
In Fig. 3d the saving percentage is almost 60% by using Huffman and 
Shannon-Fano coding with and around 26% by using Run Length 
encoding, and LZW encoding. 

6.  CONCLUSION 
Data text compression using Huffman and Shannon-Fano coding 
algorithms give small size of data in compare to Run-length and LZW 
encoding.  
Compression Huffman and Shannon-Fano coding algorithms in data 
text resulting a smaller size of data than the size of the data by Run-
length and LZW encoding 
Huffman and Shannon-Fano coding are very powerful over Run-
length and LZW encoding, they provide better results and reduce the 
size of the text. Run-length encoding more effective when data text 
with strings of continuous repeated symbols. 
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Abstract 

In the last decades, the proliferation of digital data and the availability 
of digital map, and the use of geographic information system (GIS) 
has become the best technique to develop the cadastral information 
system (CIS). The digital cadastral database (DCDB) that shows real 
coordinates for cadastral maps is hampered by many land laws in the 
country. We present a new Framework for developing CIS 
applications to assist real estate registration. The new framework can 
be used as a guide to developers helping them in creating a plan of 
development and defining the system requirements. A cadastral web 
mapping solution for a Libyan district (CWMSLD) is developed using 
the proposed framework. CW-MSLD System based on a pilot case 
study in the capital city of Libya. The prototype is developed using 
modern GIS techniques (Web Mapping). Web Mapping techniques 
make maps and geo-information available to groups of end users 
through a web page. The prototype tool triggers the map server 
software which integrates the map data stored in DCDB with the land 
register data stored in the database. The information derived from the 
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system can be used to register or transfer ownership for the cadastral 
map and further issue a cadastral certificate for the registered cadastral 
(real estate). 

General Terms: Algorithms, Design 
Keywords: GIS, Cadastral, Digital Mapping, Framework, Land 
Registration 

1. Introduction 
A GIS is a computerised system for storage, retrieval, manipulation, 
analysis, and display of geographically referenced data [2].  
GIS technology integrates common database operations such as query 
and statistical analysis with the unique visualization and geographic 
analysis benefits offered by maps. As an information system (IS), GIS 
is designed to work with data referenced by spatial or geographic 
coordinates. In other words, a GIS is both a database system with 
specific capabilities for spatially-referenced data, as well as a set of 
operations for working with the data [10]. The development of GIS is 
older than you may think. It started from 1960s in Canada [11]. GIS 
developed layers, overlay calculations, data structure, scanning as data 
entry and so on for land resources. Furthermore during the same year, 
U.S. Census developed digital enumeration districts and geo-coding 
for address matching in commercial area, and ESRI created in 1969 as 
one of the most successes software company in the world. As seen by 
today, the use of GIS grew strongly and fast in different applications 
like business, government, and academic.  
Cadastral system is one of the GIS applications that can be 
successfully developed by using GIS techniques. Cadastral refers to a 
map or survey showing administrative boundaries and property lines 
[9]. Cadastral information system (CIS) is a system that consists of 
two sub-system i.e cadastral map system and land register system. A 
cadaster administration is very important for the owners to register 
and get a certificate for their own specific property or cadastral. The 
government would use this information and use the outputs from 
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cadastral and land registry system as input for other projects like water 
supply and highway projects.  
The possibility of using geographic information system (GIS) 
techniques have generated wide interest in cadastral system, and many 
countries have developed digital cadastral maps by using GIS 
techniques known as digital cadastral databases (DCDB). However, 
this DCDB needs application software to add, update, delete, and 
search query in this database. This mean the application software will 
enable the map modification work to be carried out in more easily and 
efficient manner using DCDB.  
Current cadastral work in Libya is carried out manually and this has 
led to a number of serious problems resulting in legal battles for 
ownership of land titles. Title/deeds reported as being lost have been 
re-created resulting in having duplicate files for a signal cadastral (real 
estate). Furthermore, the current manual system does not support and 
track updates.  
   In this paper, we propose a new framework for Cadastral 
information system. We also present a practical and functional 
prototype e-tools based on a Cadastral Web-Mapping Solution for a 
Libyan district (CW-MSLD) to assist real estate ownership 
registration.  

2. Related Work 
Several frameworks and techniques have been proposed to develop 
CIS systems and applications. Here we compare and describe a 
number of existing CIS projects. 

2.1 LR&CIS 
Turkey has developed the Turkish cadastral automation system [5]. 
The most important goal for developing Land Registry and Cadaster 
Information System (LR&CIS) was to improve the services by 
computerizing the system and make land information system (LIS) to 
be multipurpose in order to help other organizations by given accurate 
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and reliable data and information. Turkish Cadastral Automation 
System had been developed by using ArcIMS 2 public web services 
from ESRI. That system was used by the General Directorate, Ankara 
Regional Directorate in Turkey. In conclusion, Turkey has a complete 
LR&CIS integrated system. This system was bought with high cost 
but gives a lot of services and saves time in different organization in 
the country. ESRI technology has been used very successfully in 
cadastre side, ArcSDE for managing the cadastre data at the center of 
system, and ArcEditor 5 for all cadastre activities in harmony with the 
land registry side. ArcIMS is used for serving data via Internet for 
external user. Thereby, the most important LR&CIS benefits are 
having a central database have a backup for data, easy and faster to 
access data via the Internet and no damages for original documents in 
the digital archives. External users can access the system and get 
services like zoom in, and zoom out the map, pan and access and 
display data. LR&CIS system is one of most important part of 
Turkey’s e-government structure. This system is not complete yet for 
covering all Turkey’s parcels. 

2.2 ECIM 
The Egyptians had been well known for their maps in ancient times. 
They had drawn maps on parchment to show the gold mines at Coptes 
during the period of 1292 B.C. - 1225 B.C [3]. Egypt is one of the first 
countries which tried to manage cadastral by enforcing rules and 
regulations for that. The Egyptian Survey Authority (ESA) had started 
in 2002 to develop The Egyptian Cadastral Information Management 
(ECIM) project supported by the Ministry for Foreign Affairs of 
Finland [6]. The most important aim for ESA/ ECIM was to have a 
complete computerized system which included digital LIS based on 
cadastral data. The ECIM project developed a system which integrated 
the existing ESA, Real Estate Publicity Department (REPD), and Real 
Estate Taxation Department (RETD). ECIM project is an automated 
system which enabled the monitoring of various day-to-day activities 
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between various offices. The ArcSDE technology incorporated into 
ArcGIS 6 server is used to access multi-user geographic databases. 
The area was chosen Damanhour district in Beheira province, and it is 
a rural area which is approximately 160 km2. Oracle, ArcSDE, 
ArcCadastre 7, and MapObjects 8 and Visual Basic were used to 
develop the system. After the pilot study was successfully 
implemented, the ESA continued to develop the system that it could 
be applied nationwide. However, the cadastral and land registration 
system is in fact more complex and has unclear procedures. The 
ECIM project had highlighted a number of problems in the existing 
systems during the long analysis phase. ECIM project has worked 
hard to understand cadastral procedures, land registration legalities, 
and how to calculate tax for parcels or other objects. The biggest 
problem was how to integrate and connect four organizational levels 
and how data is transferred between them. The most important ECIM 
project output is the Unified Cadastral Database (UCD), which 
combines the map data with the attributes. UCD is designed based on 
user requirements. There are many functions that had been included in 
the system like continuous and automatic updating cadastral work, 
monitoring and printing out different map outputs, reports and 
statistics, converting data from analogue to digital, de-centralizing the 
system and achieving synchronization which co-ordinates between 
four organizational levels. In conclusion, ESA has developed a web 
application which handles the publishing of geographic and tabular 
information via the Internet using ArcIMS (Internet Mapping Server) 
from ESRI and published information could be accessed by ESA’s 
regional offices or other stakeholders. This project brought many 
benefits, not only for ESA but also for the society and government. It 
had been tried to solve informal registration problems in Egypt. ECIM 
project will increase the social security by using a digital database and 
it is possible to standardize products in a more efficient way with 
lower cost. This could attract more customers and hence increase the 
income, and provide faster delivery services to customers. Other 
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benefits of the ECIM project is the improved office environment, the 
digital storing media takes less space than the analogue environment 
of storing.  

2.3 GIS-Sofia 
GIS-Sofia Ltd [4] in Bulgaria had developed a new cadastre and 
property register for Sofia Municipality. The development of an 
Information System of the Cadastre (ISC) was used for the territory of 
the Sofia capital city. This project had integrated the registry and 
cadastre offices. A prototype of the ISC project had been developed 
by using ArcView 9, AutoCAD Map R 4.0, and SQL Server. In order 
to develop any system, we first need to understand the laws and 
regulations in the system environment. Bulgaria had updated the rules 
and data exchange between registry and cadaster offices in April 
2000. Bulgaria started working on developing the ISC from 1987, 
with digitization cadastral maps. Gradually the integration between 
attribute database and geographic data was initiated. Sofia completed 
its digitization by using Arc/Info 10 3.5 and established its attribute 
database in 1996. Cadastral mapping in Sofia is maintained in two 
scales: 1: 1 000 for urban area, and 1: 500 for the compact city only. 
In 1998, GIS-Sofia started updating its digital map base starting from 
nationwide Sofia city and finished the task in the summer of 2001 by 
giving the unique identifier for each cadastre object. The project team 
started work on a pilot study first where property was identified. The 
property verification work was identified and some techniques and 
procedures were developed to solve these problems. Finally, the GIS-
Sofia completed digitizing about 133000 properties and 242000 
buildings. The next step was to link cadastral data (graphic data) to 
relevant data from ownership (attribute data). Input correction and 
carrying out information searches was done by using registration 
software. GIS-Sofia developed the ISC web-based system and the ISC 
prototype consists of three parts namely ISC center, Library of 
function and User Interface. SQL Server at ISC center integrated and 
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managed the different parts. GIS-Sofia created an efficient 
environment to protect information which is not only important to 
cadaster and registry office but useful to a lot of customers. The 
digital information was used to develop and build the city. The digital 
cadaster used in design works for underground project, water supply 
and sewerage project, and the Bulgarian telecommunication company. 
However, GIS-Sofia had been updating urban cadastral information 
system by adding 3D Visualization using remote sensing and GIS. 
GIS-Sofia used ArcView software for collecting data needed to obtain 
3D buildings. They used specific tools to represent 3D buildings to 
reach the most geometrically correct and real looking three 
dimensional objects. The geometrical accuracy is very important in 
cadastral application. The use of aerial- photo provides higher 
completeness of information, but is considerably more expensive [1]. 
In conclusion, the information and outcomes from this project is very 
important to a lot of organization in Sofia city. GIS-Sofia did not stop 
at this point but they are trying to design technology and applications 
for furnishing information from the database via Internet and thereby 
increase the quality of their services.  

2.4 DSMM 
The department of survey and mapping Malaysia (DSMM) has been 
looking for other countries experience and experimentation in 
developing cadastral system. DSMM started strong with cadastral 
reform and coordinate cadastre [8]. In 1986, the first pilot project was 
done in Johor state and it created for the DCDB at a scale of 1:4,000 
and the first pilot project was successful. The next project was 
implemented in Penang State in 1993. Based on both these projects, 
cadastral reform had been done for Peninsular Malaysia in 1995 where 
a connection network was implemented. A survey accurate DCDB and 
coordinated cadastre should not be created without fully 
understanding the place it holds and the effects it has on the operation 
of the cadastral system [12]. All reforms to introduce a survey 
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accurate DCDB and an improved cadastral surveying system 
(collectively a coordinated cadastral system /coordinated cadastre) go 
hand in hand with reforms to the wider cadastral system including 
reforms to the title registration system. The model proposed for 
coordinated cadastre is based on a complete DCDB. The accuracy of 
data acquisition is very important for cadastral survey. Many devices 
helped the surveyor in their work like Digital Theodolite, Total 
Station, Digital Level, Global Positioning System (GPS) and Digital 
Photogrammetric. Nowadays, the District Survey offices are using 
GPS and it increases survey accuracy, productivity, and reduces costs. 
The DSMM is collaboration with University of Technology Malaysia 
(UTM) to determine the feasibility of introducing a Coordinated 
Cadastral System for Malaysia, and find best techniques for 
integrating cadastral data with attribute data. In conclusion, it can be 
deduced that acquisitions, collection, and conversion of analog data 
into digital format are though very important, it is a time consuming 
job in building a computerized information system, DSMM has been 
restructured in 1994 to face new challenges more effectively by using 
new technology in the field of survey and mapping. It will have a 
strong base to develop cadastral information system by using GIS 
technology. To look more closely, DSMM is now better set to meet 
the challenges of the nation’s Vision 2020 which is in the process of 
establishing an ”Electronic Government”.  

2.5 Summary of the Cadastral Projects Reviewed 
Table 1 shows the main properties for four projects which the author 
has investigated. 
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Table1: Summaries of the Cadastral Projects Reviewed  

        Country 
   

properties 

 
Turkey 

 
Egypt 

 
Bulgaria 

 
Malaysia 

Land 
registration 

  

Deeds Registration of deeds 
until 1975 
Registration of title 
since 1976 (80% has 
been done) 

Deeds 
 

Title 
 

Projects 
services  

 

Regional 
Directorates 
land registry 
offices 
cadastre 
offices 

 

Egyptian landowners 
and relevant 
authorities 

 

Registry Office 
Cadastre Office 

Department of 
Survey and 
Mapping 
(DSMM) 

 

Survey 
coverage 

Completeness  
 

cadastral 
survey of 97 % 
of urban areas 
and 77 % of 
rural areas end 
of 2005 

 

Governorate of 
Beheira, Egypt 54 
village 

 

Complete digitizing 
about 133000 
properties & 242000 
buildings for Sofia 
city 

two cities were 
surveyed: Johor, 
Penang 

Technology 
used 

& Tools 

ESRI 
technology ( 
ArcEdit, 
ArcSDE 
ArcIMS, and 
ArcCatalog) 
SQL server 
VB,C++ and 
Delphi 

 
 

Oracle, ArcSDE, 
ArcCadastre, and 
MapObjects 

 

Visual Studio 
environment  , 
Avenue language 
ArcSDE ,Arc/Info 
AutoCAD MAP 
SQL Server 
Windows NT 4.0 
environment 
Linux Red Hat 7.1 
Environment 

Global 
Positioning 
System (GPS) 

Method or 
approach 

“Cadastre 
2014” 
approach 

 

object-relational data 
model 

 

Object-relational data 
model 

“Cadastre 2014 “ 
approach 

Significant 
improvement  

 

Website design 
 

Full integrated 
project, Multipurpose 
Connected 3 
applications 

 

Website design Land reform & 
established  
DCDB 
Coordinated 
cadastre 
GPS control 
network 

Other 
comments 

Not complete 
yet 

Completed in August 
2006 with Project 
financing :1 million 
euros  

3D Cadastre under 
study 

The project still 
under 
development 
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3. Proposed Framework 
The first step in investigating trends and proposing framework, we 
looked at the existing four cadastral systems project and attempts to 
define and organize the system requirements for developing a 
cadastral system. A general framework diagram is shown in Figure 1. 
It is proposed by defining the eight elements that all cadastral system 
shares and it further defines the recent management tools and 
techniques used for design and development of cadastral information 
system. Basically, the framework identifies the relationships between 
the eight elements of the framework with one another. 

 

Figure 1: Cadastral Information System (CIS) Framework 
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First, the developer needs to define the type of CIS based on user 
requirements and feasibility study for the project where each cadastral 
system mostly consists of land, people, and legal procedures that need 
to be followed.  
Second, the developer needs to select the components based on the 
type of CIS. For example, if the developer wants to develop the legal 
cadastral system, then the land register, cadastral surveying and 
mapping components ought to be selected. 
Third, the developer needs to capture the necessary data and 
subsequently select the appropriate software to create the DCDB by 
digitizing the maps data. For interface design element, the developer 
needs to use web mapping to fulfill sound GUI requirement. Next, 
management element needs to organized and next you need to 
establish the land register, cadastral surveying and mapping data 
between different departments inside the cadastral office and outside 
the organization. 

3.1 Elements of proposed CIS Framework 
The eight elements for the proposed GIS framework as listed below: 

 CIS Consists of: CIS consists of land (location), people 
(landowner) and law (rules to register and certify the 
ownership for owner). Landowners users are key components 
in providing data for CIS. Lawyers and notary users are 
responsible for certifying the ownership and survey users 
support the cadastral system with cadastral survey data. 

 Components of CIS: CIS components are land register 
(title/deeds), cadastral surveying and mapping, and property 
tax-ation. Each component is a subsystem in CIS and it 
provides the CIS with specific data. The combination between 
the three components is used to carry out all registration 
operations and contracts on land rights. 
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 Type of CIS: There are three types of CIS namely legal 
cadastre, fiscal cadastre and multipurpose cadastre. The type of 
CIS used in the early stage of development defines the system 
domain and services. 

 Data: Data requirements must be defined - thinking ahead to 
future policy developments. CIS includes two types of data 
which are land register data and survey cadastral data (spatial 
data). The spatial data can be captured from different resources 
(i.e. field survey, remote sensing, GPS, aerial photos). The 
output data for CIS can be maps, tables and reports. 

 Technology: CIS require high capacity hardware and network 
infrastructure (ICT) to enable CIS to be accessed by different 
users on related organizations. The required development 
software for CIS is GIS software (i.e ArcGIS,Web Mapping, 
ArcIMS ..etc). The GIS software can be integrated with some 
programming language such as PHP and Java and the database 
used includes SQL Server and MySQL. This integration 
between GIS software and programming language helps to 
develop all user requirements. The technology should support: 

 Security, reliability, continuity of service. 
 Distribution, publication of data. 
 Use of remote access (public or private). 
 Data convergence issues. 

 Digital Cadastral Database (DCDB): Analogue cadastral data 
is computerized and store as DCDB. DCDB can be created by 
digitizing the cadastral map (convert raster maps to vector 
maps). The map scale should be defined based on the features 
required for digital map. DCDB allows to store the maps in 
different layers (i.e. parcel layer, building layer ... etc). 

 Interface Design: GIS techniques support great interface 
design to CIS. The users can interact with cadastral map to get 
cadastral information. Web mapping is a new technique that 



 

163 

supports web map design. System accessibility and usability is 
tested interface design for the CIS. 

 Management: Management data is most important issue for 
CIS. DCDB would improve the management capabilities of 
cadastral data. The data can be shared between survey 
departments, land register offices and others organization 
based on type of CIS that is developed. 

3.2 Methodology 
The CW-MSLD System prototype is actually a legal cadastre system 
and the component for this system includes land register (title/deeds), 
cadastral surveying and mapping. The GIS technology will be used to 
develop this system and the interface design where web mapping 
occurs by using open source software. In addition to these is Arc/Info 
software that is used for creating DCDB. There are two important 
benefits for using CIS framework. First, it is considered as a guide to 
developers helping them in creating a plan of development and 
defining the system requirements. This can be seen on design of the 
CIS framework as eight elements with specific properties. The 
developer can implement the eight element sequence to reach the 
desired goal. The second benefit is the ability to define data types. As 
mentioned before, the cadastral system integrates between attribute 
data (owner data, mortgage... etc) and spatial data (parcel, area ...etc). 
The CIS framework defines in shortly data type, data source, and data 
organized in data element (Element 4) and also points the steps for 
creating DCDB for the spatial data in DCDB element (Element 6).  

3.2.1 Prototype Development Tools 
Tool is a computer-based application which supports the use of a 
modeling technique. Tool-supported modeling functionality includes 
abstraction of the object system into models, checking that models are 
consistent, converting results from one form of model and 
representation to another, and providing specifications for review. 
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 Arc/Info is the complete GIS product to build a 
comprehensive desktop GIS. As a de facto standard for GIS 
professionals, ArcInfo provides tools for data integration and 
management, visualization, spatial modeling and analysis, and 
high-end cartography. It supports single-user and multi-user 
editing and automates complex workflows. This software is 
from ESRI and it used to gather, build, manage data, and 
analyze geographic relationships, discover new information, 
and produce publication quality maps for cadastral office 
which can be used as cadastral index map. 

 MapServer is a CGI program that sits inactive on your web 
server [7]. When a request is sent to the MapServer, it uses 
information passed in the request URL and the map file to 
create an image of the requested map. The request may also 
return images for legends, scale bars, reference maps, and 
values passed as CGI variables. It is open source software. It 
can be greatly extended and customized, and it can be built to 
support many different input data formats and output types. 
 

3. CW-MSLD implementation 
System implementation describes the development tools that have 
been used in developing this system. The guidelines for using the CW-
MSLD System will be given. The system developed as web mapping 
page makes use of the map server and PHP as the core programming 
language techniques. Besides that, the JavaScript and Rosa Applet 
have been used to help the system interfaces become more interesting 
and easy to use. For example the Rosa Applet tools used image button 
tools that help the user interact with the map in easy ways such as 
ZOOM IN, ZOOM OUT etc. The RDBMS used to build attribute data 
for this system is MySQL and for the map data (geographic data) are 
stored in three types of files that relate with each other to produce the 
vector map such as parcel layer. The merge between the attribute data 
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and map data is done by using map server techniques. Table 2 shows 
all available features in CWMSLD. 
 

Table 2: CW-MSLD System Features. 
No Statement Available 

1 Administrator  able to add new user to  login to 
the system 

√ 

2 Access control for authorized user to  login  to 
the system 

√ 

3 Administrator  able to monitor  the  login users 
to system 

√ 

4 Working with real coordinates map  √ 
5 Use the map to get requested parcel √ 
6 The system able to register  the parcel  not  

included on the map 
 

7 Updating certificate information before  
issuing certificate 

√ 

8 The system able to register a whole  cadastral 
(parcel/building) 

√ 

9 The system able to register subdivides 
cadastral (parcel/building) 

 

10 The system able to transfer ownership  for 
registered real estate 

√ 

4.1 System Security 
The system security is very essential to this system especially when 
the system is running on the internet environment network. Users are 
grouped into three groups. At the highest level is the system 
administrator and second level or group is the manager and the last 
group members are the registered staff users. Valid user ID and 
password are required whenever a user access the system. This is to 
prevent unauthorized users from using the system. 
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4.2 CW-MSLD System Implementation 
The system actually has three types of users which are manager, staff 
and administrator. The Figure 2 shows the system modules tree based 
on users type. 

Figure 2: System Modules Tree 
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4. CW-MSLD Evaluation 
Here we illustrate the system testing and implementation phases. The 
testing phase involves some modification to the pervious design phase 
and system testing has been done to minimize the programming and 
system error. At the implementation phase, system requirements such 
as hardware and software will be defined. Besides that, the system 
prototype interfaces and functionalities (module) will be fully 
demonstrated to users. 

5.1 System Testing 
Testing the system is a very important stage to ensure that all system 
requirements have been developed without errors. System testing can 
be done through some stages. The first stage is called unit testing or 
component testing and this testing done during the development of the 
system. Each component, script or module test isolates from other 
component or unit by checking the input and output for it. The second 
stage is called integration testing. The integration between 
components will be tested and in case there are any errors the 
components will be tested again. The third stage is called user 
acceptance testing and this testing done by users who request to 
develop the system. The third stage is called security testing. The final 
stage is called user acceptance testing and this testing done by users 
who request to develop the system. 

5.1.1 Unit Testing 
Unit testing focuses on testing module, script or component that has 
been designed by PHP, JavaScript, or Rosa Applet. For example, the 
developer tested the map tools button functionality such as Zoom in 
on a map or obtain information when clicking on the map by using 
Identify button that is designed by using Rosa Applet. 
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5.1.2 Integration Testing 
After the unit testing has been done with satisfaction for each 
component or script, the integration testing is started to ensure the 
CW-MSLD System components worked together smoothly. The 
functional and non-functional requirements were tested in this stage. 
One example for integration testing is to search the parcel model by 
entering the parcel ID and if the GIS database has the parcel 
requested, the system will display it and it can use the data given to 
register new real estate. 

5.2 Analysis of User Interface Evaluation 
Working with user interface any system is dependent on users 
computer background and understanding of the system environment. 
Based on the evaluation, the system was found to be easy to use. The 
highest rating mean of 4.2 indicates that searching on the map to get 
information is easy. The results were converted into a bar chart in 
Figure 3 to show more clearly.  

 
Figure 3: User interface evaluation bar chart 

The bar chart in Figure 4 shows the evaluation for user interface 
satisfaction. The bar chart clearly indicates that the users are satisfied 
by with using the help tools. 
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Figure 4: User interface satisfaction bar chart 

5.3 Analysis of Evaluation Pertaining to Features 
Figure 5 shows the evaluation of testing the accuracy of geographic 
data (map) as the data accuracy is the most important part of a 
successful GIS application. The bar chart indicates a good frequency 
for testing the accuracy for the parcels area, boundary, and location. 
 

 
Figure 5: Map accuracy evaluation bar chart 
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5. Conclusions and Future Work 
In this paper, we have presented a new framework for cadastral 
information system (CIS). The purpose of the new framework is to 
develop a cadastral web-mapping system, which assist real estate 
ownership registration. The proposed framework is obtained by 
studying the cadastral features, cadastral reform and cadastre 2014 
vision which gives a general framework for cadastral. The proposed 
framework provides many options to computerize the day to day 
cadastral work at cadastral office and it further provides a secure way 
of keeping the database up-to-date. CW-MSLD System prototype was 
developed to increase the efficiency and effectiveness of the daily 
work on Tripoli Cadastral Office by using the modern GIS techniques 
(Web Mapping). 
   In future research we hope to link our system with other GIS 
software such as ESRI package like Arc/Info for editing the cadastral 
map. 
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